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C. Kleinstreuer
e-mail: ck@eos.ncsu.edu

J. Koo

Department of Mechanical & Aerospace
Engineering,

North Carolina State University,
Raleigh, NC 27695-7910

Computational Analysis of Wall
Roughness Effects for Liquid Flow
in Micro-Conduits
Fluid flow in microchannels or microtubes may differ in terms of wall frictional effects,
and hence flow rates, when compared to macrochannels. Focusing on steady laminar fully
developed flow of a liquid in different micro-conduits, relative surface roughness is cap-
tured in terms of a porous medium layer (PML) model. The new approach allows the
evaluation of microfluidics variables as a function of PML characteristics, i.e., layer
thickness and porosity, uncertainties in measuring hydraulic diameters as well as the inlet
Reynolds number. Specifically, realistic values for the PML Darcy number, relative surface
roughness, and actual flow area are taken into account to match observed friction factors
in micro-conduits. The model predictions compared well with measured data sets for
systems with significant relative roughness values. Although other surface effects may
have influenced the experimental results as well, surface roughness is found to affect the
friction factor and hence the flow parameters in relatively rough channels, e.g., those
which are made of aluminum or stainless steel by way of micro-cutting processes.
@DOI: 10.1115/1.1637633#

1 Introduction
In recent reviews of experimental contributions to liquid flow in

microchannels~c.f. Gad-el-Hak@1#; Sobhan and Garimella@2#;
Koo and Kleinstreuer@3#!, it was documented that there are two
conflicting bodies of evidence~see Table 1 in@3#!. For example,
Peng et al.@4,5#, Qu et al.@6# and Guo and Li@7# indicated that
the friction factor in microchannel flow is augmented when com-
pared to macrochannels, while Sharp@8#, Judy et al.@9#, Wu and
Cheng@10# and Gao et al.@11# claimed that it is unaltered and
hence there is no deviation from conventional theory. However,
there is measured evidence, even in Sharp’s data, that wall effects
may change the flow behavior; still, an enhanced form of the
Navier-Stokes equation can be employed to analyze liquid flow in
micro-conduits.

In general, as the flow cross section becomes smaller, the
surface-to-volume ratio increases and the effects of wall phenom-
ena, such as surface roughness, van der Waals force, and electro-
kinetic force, may play an important role in the fluid mechanics
~c.f. Li @12#; Mala and Li @13#!. Focusing on surface roughness
impact, Mala and Li@13# and Qu et al.@6# proposed a ‘‘roughness
viscosity’’ model, whereas Tichy@14# replaced the roughness sur-
face with a porous film governed by Darcy’s law, while Li and
Hwang @15# employed a Brinkman-extended Darcy model for
near-wall flow simulations of rarefied gas in long microtubes~Li
et al. @16#!. Hamrock@17# classified the geometric characteristics
of actual surfaces into three categories, i.e., error of form, wavi-
ness, and roughness. Waviness stems from relatively long waves
in a surface profile, which is associated with unwanted vibrations
that typically occur in machine tool systems. Roughness results
from irregularities, excluding error of form and waviness, which
are inherent in the cutting and polishing processes during produc-
tion. Both waviness and roughness are regarded as ‘‘relative
roughness’’ in the present model.

The varying experimental observations and data analyses are
the impetus for the development of a micro-conduit flow hypoth-
esis which correlates actual micro-scale flow behavior with sig-

nificant effects of relative surface roughness as well as hydraulic
diameter uncertainties, in order to provide a flexible model for
proper experimental data interpretation.

2 Theory
Surface roughness can be described as random distributions of

wall peaks and valleys, which, in the average, could be modeled
as a homogeneous porous medium layer~PML! characterized by
porositya ~or permeabilityk! and heighth. Figures 1~a–c! depict
the evolution of the PML model from a random wall roughness
region ~Fig. 1~a!! via an ordered roughness layer~Fig. 1~b!! to a
homogeneous porous medium layer~Fig. 1~c!!. Specifically, a rep-
resentative microchannel of half-height~or half-width! H/2 is de-
picted in Fig. 1~c!. The nominal value of channel height is deter-
mined as the distance between the center of the layer and the
center of the channel~Hamrock @17#! This thin porous layer,h,
generates two phenomena, i.e., generally an enhanced flow resis-
tance when h anda are measurable as well as a reduced channel
cross section whenh is substantial anda is very small. Clearly,
whenh is finite, anda→1, the surface roughness effect is negli-
gible and the flow area increases slightly. In order to elucidate the
capabilities of the proposed PML model on the friction factor,
various liquid flow fields in different micro-conduits have been
analyzed.

Starting with a generalized transport equation describing fluid
flow in any conduit as well as porous medium layer, the systemic
equations are derived, assuming steady fully developed flow in
2-D microchannels, microtubes, and micro-journal bearings.

2.1 Modeling Equation. A generalized transport equation
~c.f. Kleinstreuer@18,19#! for flow in a porous medium layered
micro-conduit can be written as

]

]t
~arF!1¹•~rKWW •uW F!2¹•~mKWW •¹F!5aS (1)

where F is an arbitrary transport quantity,a is the porosity,KWW

5adWW is an area porosity tensor,uW is the velocity vector,r is the
fluid density,m is the fluid viscosity, andS is a source term.

SettingF[1, S[0 andF[uW , S[RW , the corresponding con-
tinuity and momentum equations are as follows.
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Continuity Equation.

]

]t
~ar!1¹•~rKWW •uW !50 (2)

Momentum Equation.

]

]t
~aruW !1¹•~r~KWW •uW ! ^ uW !2¹•~mKWW •~¹uW 1¹uW T!!

52aRW 2a¹p (3)

wherep is the pressure, andRW is the resistance vector to flow in
the porous medium layer. On the right-hand side of Eq.~3!, the
first term captures the augmented surface forces induced by wall
effects in micro-systems, and the last term is the pressure force
acting on the fluid. In the open conduita51 andRW 50, whereas
inside the porous medium layer,a may vary, 0<a,1, and the
resistance vector,RW , can be represented as

RW 5~RC1RFuuW ub!uW (4)

whereRC is a resistance constant,RF is the resistance speed fac-
tor, andb is a ‘‘resistance speed power’’ as summarized in Table
1.

Assuming constant fluid and material properties, Eq.~3! can be
written as

a
]uW

]t
1¹•~~auW ! ^ uW !52

a

r
¹p1

m

r
a¹•~¹uW 1¹uW T!

2
a

r
~RC1RFuuW u!uW (5)

With fully-developed~parabolic! velocity profiles for 2-D channel
flow, the viscous and resistance terms have the same sign, i.e.,
considering:

uW ~y!5c1y21c2y1c3.0; (6a)

d2uW

dy2 52c1,0; c1,0 (6b)

where theci ’s are constants, so that:

signS m

r
a¹•~¹uW 1¹uW T! D5signS 2

a

r
RC•uW D

5signS 2S a

r
RFuuW u DuW D (6c)

This implies that the porous medium generates augmented viscous
flow effects in the wall layer directly proportional to channel flow
rate and porous layer resistanceRC5RC(a,h).

Now, in order to readily elucidate the porous medium layer, or
roughness, effects in a microchannel and the relative importance
of the resistance speed factor,RF , a simplified version of Eq.~5!
was numerically solved, employing MATLAB~MathWorks@20#!
with a user-supplied program. Specifically, assuming steady, fully-
developed 2-D flow in an isotropic porous medium, Eq.~5!
reduces to the 2-D Brinkman-Forchheimer-extended-Darcy
equation.

052
dp

dx
1m

d2u

dy2 2H m

k
u1

rCF

k1/2 u2J
PML

(7)

where, with respect to Eq.~5!, the L.H.S. is zero,¹p→ dp/dx
5constant, ¹•(m(¹uW 1¹uW T))→m d2u/dy2 , RC5m/k , RF

5rCF /k1/2, andCF50.55 ~Nield and Bejan@21#!.
In dimensionless form,

052
dp*

dx*
1

4

ReDh

d2u*

dy* 2 2H 4

Da•ReDh

1
CF

Da1/2u* 2J
PML

(8)

where p* 5 p/rU0
2 , u* 5 u/U0 , x* 5 x/H , y* 5 y/H , Da

5 k/H2 , ReDh
5 4rU0H/m , H is the half-channel height,U0 is the

Fig. 1 Porous medium layer equivalent to surface roughness and simple microchannel geometry: „a… real surface rough-
ness; „b… homogeneous distribution of identical roughness elements; and „c… mid-plane view of conduit with idealized
roughness layer, or porous medium layer „PML….

Table 1 Porous medium constants, coefficients, and param-
eters „Reprinted from Ref. †3‡ with written permission from IOP,
Bristol, UK …

Symbol Meaning Typical values/formats

a ~Volume! porosity 0.0<a<1.0
k Permeability 1024 cm2,k,`
K Area porosity tensor For isotropic porous media,Ki j 5ad i j
G Fluid viscosity For laminar flow,G[m
RC Resistance constant RC5 f (Da,Re)
RF Resistance speed factorRF5 f (Da,uuW u)
b Resistance speed powerb'1.0

Table 2 Typical values of relative surface roughness „h ÕDh
Ã100%…

Author Relative surface
roughness~%!

Material

Pfhaler et al.@22,23# ;1% Silicon
Peng et al.@4,5# ;0.6– 1% Silicon
Mala & Li @13# ;3.5% Stainless steel/Fused silica
Papautsky et al.@24# ;2% Silicon
Wu & Cheng@10# ;0.12% Silicon
Guo & Li @7# ;3 – 4.3% Stainless steel
Xu et al. @25,26# ;0 – 1.7% Aluminum, Silicon

2 Õ Vol. 126, JANUARY 2004 Transactions of the ASME
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Fig. 2 Flowcharts: „a… Flow field solution in a microchannel with constant homogeneous
porous wall layers; and „b… Velocity profiles in the annulus between the rotor and the stator
„see Fig. 3 for the definition of symbols …
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average velocity,Dh is the hydraulic diameter,CF is a drag coef-
ficient, a is the porosity of the PML in the channel, andk is the
permeability wherek;a3(12a)22.

Typical relative surface roughness values for micro-conduits are
listed in Table 2. Generally, surface roughness depends on the wall
material and machining process, where micromachining~or
micro-cutting! results in higher roughness than etching processes;
furthermore, microchannels of stainless steel or aluminum have
higher values of surface roughness than those of silicon. For ex-
ample, Xu et al.@25,26# measured typical roughness heights for
etching processes to be 20 nm, which is negligible in most micro-
channels whereDh.10mm, while a channel milled into an alu-
minum plate by micro-end-mills produced roughness of about 0.5
mm. It shows the dependence of the relative roughness on the
channel material and manufacturing method~see Table 2!.

2.2 Microchannels. For the clear, i.e., porous medium-free
region of the channel, Eq.~8! reduces to (Da→`):

052
dp*

dx*
1

4

ReDh

d2u*

dy* 2 (9)

Double integration yields:

u* ~y* !5
ReDh

4

dp*

dx*
~y* 22j2!1uint* (10)

where j is the non-dimensionalized coordinate for the open
channel-porous medium layer interface, anduint* is the flow veloc-
ity at the interface, which depends on the iterative solution to the
PML-flow problem.

The velocity profile in the porous region is obtained by solving
Eq. ~11!, using a boundary-value-problem ordinary differential
equation~ODE! solver routine that is provided in MATLAB 6.0.
400 elements were evenly distributed in the porous medium layer
and 2,000 elements in the open region.

052
dp*

dx*
1

4

ReDh

d2u*

dy* 2 2
4

Da•ReDh

2
CF

Da1/2u* 2 (11a)

The boundary conditions are no-slip velocity (u50) at the chan-
nel wall, and matching velocity gradients at the interface between
clear and porous regions, i.e.,

du*

dy* U
y* 5j

5
ReDh

4

dp*

dx*
j (11b)

Based on global mass conservation, the velocity gradient at the
interface was iteratively obtained using the shooting method by
assuming a reasonable pressure gradient for the flow field. After
computing the velocity field, the average flow velocity was ob-
tained for each iteration. Comparing it with the given average
velocity, the pressure gradient,dp* /dx* , was adjusted to match
the average velocity from each iteration to the given average ve-
locity ~cf. Fig. 2!. It took about five minutes to obtain a solution
per case on a Sun Ultra 60 workstation.

2.3 Microtubes. Equation ~11! in cylindrical coordinates
reads

052
dp*

dx*
1

2

ReD
S d2u*

dr* 2 1
1

r *
du*

dr* D2
2

Da•ReD
2

CF

Da1/2u* 2

(12)

Fig. 3 Schematics of the micro-journal bearing: R1 and R2
represent radii of the rotor and stator, respectively, whereas
j1L , j1U , j2L and j2U are the interface coordinates of the inner
and outer porous layers

Fig. 4 Comparison of modeling results with Poiseuille flow for
„a… PML microchannel; and „b… PML microtube

4 Õ Vol. 126, JANUARY 2004 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



subject to the no-slip velocity (u50) condition at the wall, and
velocity gradient matching at the interface between clear and po-
rous regions, i.e.,

du*

dr* U
r* 5j

5
ReD

2

dp*

dx*
j (13)

The velocity profiles can be obtained with the same procedure
used for the microchannel~or parallel plate! case.

2.4 Micro-Journal Bearings. Figure 3 shows the schemat-
ics for a rotating cylinder in a tube, with roughness layers on both
surfaces. The PML thickness was calculated based on the nominal
clearance between the rotor and the stator. Eight hundred grid
points were placed in both roughness layers. Again, the flow is
assumed to be steady, fully developed, and axi-symmetric and can
be described by

05mS d2uu

dr2 1
1

r

duu

dr
2

uu

r 2 D2
m

k
~uu2uR!2

rCF

mk1/2~uu2uR!2

(14)

whereuR is the rotor speed, anduu is the fluid velocity in the
roughness layer. In the roughness layer on the stator,uR50.

In dimensionless form, withU05R1v0 , we have for the open
region:

05
d2uu*

dr* 2 1
1

r *

duu*

dr*
2

uu*
2

r * 2 (15)

and for the PML:

05
d2uu*

dr* 2 1
1

r *

duu*

dr*
2

uu*

r * 2 2
uu* 2uR*

DaR
2

ReR CF

DaR
1/2 ~uu* 2uR* !2

(16)

subject to the no-slip conditions atj1L andj2U as well as interface
matching conditions~cf. Fig. 2~b!!. Here, ReR5ru0R2 /m, u0
5R1v0 , v0 is the rotor angular velocity. The velocities are non-
dimensionalized by dividing byu0 . The torque per unit length
required to overcome frictional effects is

T5FW 3rWª2p~r 2t!wall (17)

3 Results and Discussion

3.1 Model Validations. For large Darcy numbers, the PML
is permeable and hence the additional friction effect vanishes so
that the flowing liquid experiences a half-channel ofy* 50.51, or
a fixed tube radius ofr * 51.02. In the other extreme case when
the Darcy number approaches zero, the PMLs act as solid ‘‘coat-
ings’’ and hence the flow areas are slightly reduced toy* 50.49 or
r * 50.98. Figures 4~a! and 4~b! depict a comparison between the
modeling results and the exact flow solutions for both cases.

Figure 5 shows comparisons between the PML model predic-
tions and selected experimental results. Specifically, the experi-
mental results of Mala and Li@13#, which fall into the region
predicted by the PML model, indicate a strongf * (ReD) depen-
dence~Fig. 5~a!!. The experimental data sets of Guo and Li@7#
are well matched with the PML model~Fig. 5~b!!. Clearly, rough-
ness elements of the 179.8mm diameter tube have a higher Darcy
number when compared to the 128.8mm diameter tube. The

Fig. 5 Comparisons of porous medium layer „PML… model pre-
dictions with experimental data: „a… Mala and Li „1999…; and „b…
Guo and Li „2003… „Reprinted from Ref. †3‡ with written permis-
sion from IOP, Bristol, UK …

Fig. 6 Effect of Darcy number on microtubular velocity profile
„ReDÄ2000, h ÕDhÄ0.02, the Forchheimer term is retained ….
„Reprinted from Ref. †3‡ with written permission from IOP,
Bristol, UK …
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Fig. 7 Effects of Reynolds number, surface roughness, Darcy number, and Forchheimer drag
term on the change in friction factor for microtubular flows

Fig. 8 The effect of Darcy number, Da R , on the velocity profiles in the gap

6 Õ Vol. 126, JANUARY 2004 Transactions of the ASME
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f * (ReD) data for the 179.8mm diameter tube seems to indicate
the effect of laminar-to-turbulent flow transition, when ReD
.1700. They@7# claimed that ‘‘the form drag resulting from the
roughness is one reason leading to the increased friction factor;’’

the form drag is captured by the Forchheimer term in the PML
model.

3.2 Porous Medium Layer Effects. There are several PML
effects of interest in terms of porous medium permeability, and
height as well as actual flow are influencing the local velocity,
friction factor, and torque. It should be noted that changes in fric-
tion factor and the influence of the Forchheimer term,
CFDa21/2u* 2, are more pronounced in microtubes than in micro-
channels so that only solutions to systems of sections 2.3 and 2.4
are shown. Specifically, the velocity inside the PML of a micro-
tube is somewhat larger than in the parallel plate case~see Fig. 4
in @3#!, and hence the flow resistance is greater in a microtube.
Thus, the PML thickness plays a measurable role concerning the
type of conduit, impact of the Forchheimer term, and ultimately
the flow resistance.

Fig. 9 The effect of roughness layer on the torque required to
maintain flow field: „a… 10% clearance case; „b… 20% clearance
case; and „c… 40% clearance case

Fig. 10 The effect of clearance width on the torque: R is the
nominal radius of the stator

Fig. 11 The effect of the Darcy number difference on the re-
quired torque
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3.2.1 Microtube Results.For a given Reynolds number
(ReD52,000) and PML-heighth/R50.04, while neglecting for
this test run the Forchheimer term in Eq.~12!, the impact of the
Darcy number on the axial velocity profile is twofold~Fig. 5!.
With increasing PML permeability, the velocity profile:~a! flattens
in the tube-center region, and~b! migrates into the PML with a
profile ‘‘cross-over’’ point atr * '0.7. Of special interest is the
PML-flow effect, with and without the Forchheimer term, on the
change in friction factor, i.e.,

f * 5
D f

f theory
5

f observed2 f theoretical

f theory
3100% (18)

where f theoreticalis obtained from conventional theory, i.e.,

f theory5
2twall

rū2 , (19a)

ū5Q/~r 0
2p! (19b)

and f observed5fct(SR,Da,Re) results from our computer experi-
ments, where SR represents relative surface roughness (SR
5h/Dh). Clearly, the Forchheimer term is important for signifi-
cant relative surface roughness values and Darcy numbers, i.e.,
SR>0.02 and 1024<Da<1, even for low Reynolds numbers
~Fig. 7!. When using only the Brinkman term, 2(Da ReD)21, the
Reynolds number has no measurable influence onf * . As already
implicit in Fig. 6, the Darcy number affectsf * in a major fashion
~see Fig. 7!. For example, for SR50.02, the friction factor in-
creases about 12.7% for low PML Darcy numbers and decreases
by 3.6% for high Darcy numbers. The reason is that when Da
→` the cross sectional area increases slightly (r 5r 01h/2) while
the average velocity is somewhat reduced and hencef observed
, f theoretical.

According to laboratory measurements by Mala and Li@13#, the
normalized friction constant,C* (5 f observed/ f theory), increases up
to 20% for different Reynolds numbers, up to Re51,200~Above
Re'1,200, additional effects, such as nonuniform inlet conditions
and complex conduit geometries, may come into play@3,8#. Spe-
cifically, Mala and Li @13# reported relative roughness values
varying from 1.15% for the 152mm diameter tube to 3.5% for the
50 mm diameter tube. For a particular case study, assumingk
51023, the PML model predicted a 20% higher friction factor,
exactly as observed by Mala and Li@13#, using their definition of
the nominal tube diameter. Data from Qu et al.@6#, who were part
of the Mala and Li research group, as well as Xu et al.@25,26#
showed a measurable dependence of the friction factor on the
Reynolds number. Thisf * (Re) effect can be captured with the
Forchheimer term in Equation~12!.

In contrast, Judy et al.@9# measured mostly smaller friction
factors than the corresponding theoretical values without any de-
pendence on the Reynolds number. Our PML model can repro-
duce this observation by means of a high Darcy number; for ex-
ample, when Da→` their largest friction factor deviation, i.e.,
f * 5215%, can be simulated. Clearly, their photographs of the
tube cross sections indicate ‘‘wavy’’ surfaces, which imply strong
uncertainties with respect to the measured nominal tube diameter
and hence possibly larger actual flow areas than observed.

3.2.2 Micro-Journal Bearing. Figure 8 shows the velocity
profiles in micro-journal bearings. From the enlarged view of the
velocity profile in the roughness layer on the rotor, the fluid is
found to have higher velocity, as the PML-Darcy number in-
creases. The effects of surface roughness thickness, Darcy num-
ber, and clearance width on the torque is shown in Fig. 9. In
contrast to the previous cases, the maximum torque increase and
decrease are the same, i.e., around 4% in relative magnitude.
However, the surface roughness is calculated based on the clear-
ance width which is much smaller than the hydraulic diameter as
previously employed.

Figure 10 shows the effect of gap size on the torque. The
change in required torque increases with gap size. The maximum
Darcy number to which the required torque decreases also in-
creases with clearance width. Furthermore, the effect of difference
in roughness layer thicknesses is shown in Fig. 10. If the rough-
ness layer on the stator is thinner than that on the rotor, the re-
quired torque change decreases; if the roughness layer on the sta-
tor is thicker than on the rotor, the required torque change
increases. The maximum Darcy number for which the required
torque decreases, shifts to the left or decreases with thinner stator
PMLs.

The Darcy number effect on the change in torque is shown in
Fig. 11. Each line depicts the effect of the stator-side Darcy num-
ber on the required torque variation for the fixed Darcy number of
the rotor PML. The maximum variation is about 1.5%, which is
calculated based on the required torque for the case that the stator-
side roughness layer has the same Darcy number as that for the
rotor-side roughness layer. The required torque increases when the
stator-Da is greater than that of the rotor-Da.

4 Conclusions
Laminar flow of liquids in micro-conduits, such as straight

channels, tubes and rotating cylinders, may differ in terms of wall
frictional effects, and hence flow rates, when compared to macro-
channels. Specifically, some experimentalists claimed that friction
factors in microchannels are higher, and perhaps require a new
~molecular! modeling approach, whereas others noted that the
conventional, i.e., macro-scale theory is adequate to predict all
transport phenomena. Clearly, higher uncertainties are associated
with micro-scale measurements, and experimental errors may lead
to unrealistic interpretations of flow phenomena.

Focusing on steady laminar fully-developed flow of a liquid in
different micro-conduits, relative surface roughness and actual di-
ameter~or channel height! variations are captured in terms of a
porous medium layer~PML! model. The new approach allows the
evaluation of microfluidics variables as a function of PML char-
acteristics, i.e., layer thickness and porosity, uncertainties in mea-
suring hydraulic diameters, as well as the inlet Reynolds number.

Specifically, realistic values for the PML Darcy number, 0
,Da,`, relative surface roughness, 0.5<SR<2%, and actual
flow area,Dh5Dh,nominal64%, are taken into account to match
observed friction factor values in micro-conduits.

The model predictions compared well with measured data sets
@7–9,13# where the relative roughness were measured to be sig-
nificant. Although other surface effects may have influenced the
experimental results as well, surface roughness is found to affect
the friction factor and hence the flow parameters in relatively
rough channels, which are made of aluminum or stainless steel by
way of micro-cutting processes. However, further experiments to
provide accurate values for the drag coefficient,Cf , which de-
pends on the configuration of the surface roughness elements,
would be desirable to refine the PML model.
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Interfacial Electrokinetic Effect
on the Microchannel Flow Linear
Stability
The electrostatic double layer (EDL) effect on the linear hydrodynamic stability of micro-
channel flows is investigated. It is shown that the EDL destabilizes the Poiseuille flow
considerably. The critical Reynolds number decreases by a factor five when the non-
dimensional Debye-Huckel parameterk is around ten. Thus, the transition may be quite
rapid for microchannels of a couple of microns heights in particular when the liquid
contains a very small number of ions. The EDL effect disappears quickly fork>150
corresponding typically to channels of heights 400mm or larger. These results may
explain why significantly low critical Reynolds numbers have been encountered in some
experiments dealing with microchannel flows.@DOI: 10.1115/1.1637927#

Introduction
Both the rapid development of MEMS, and the need for high

rates of heat removal of micro electronic devices require a clear
understanding of micro flows in channels of heights ranging from
some 100 to a couple ofmm. It is not clear whether the classical
macro-approaches are still valid or not in such small devices.
Several experimental studies published so far are quite inconsis-
tent, and no clear answer to these questions has been given yet.
~Gad-el Hak@1#, Tardu@2#!.

In liquid flows, the molecular effects inducing slip boundary
conditions become important only for microchannels of hydraulic
diameters smaller than 1mm @1,2#. Thus, it is rather difficult to
explain the large departures from conventional transport theory
observed in some microchannel flows of larger heights@3,4#. One
of the micro-effects that may play an important role is the inter-
facial effect caused by the electric double layer~EDL! at the solid/
liquid interface. The electrostatic charges present on the solid sur-
face attract the counterions to establish an electrical field. In the
compact layer next to the wall and less than 1 nm thick the ions
are immobile. In the diffuse EDL layer however, the ions are less
affected by the electrical field and can move. The counterion con-
centration near the wall is larger than in the bulk of the fluid. That
results in a net charge density in a unit volume resulting from the
concentration difference between cations and anions, according to
the Boltzmann equation. The electrostatic potential at any point
near the surface, provided that it is small compared to the energy
of ions, may be obtained by a linear approximation of the Poisson-
Boltzmann equation. Its value at the wall can be related to the
Zeta potential between the compact layer and diffuse layer, when
the EDLs near the opposite walls do not overlap. The Zeta poten-
tial is a property of the solid-liquid pair and can be determined
experimentally@5#. The imposed pressure gradient accumulates
the mobile ions downstream and sets up an electrical field whose
potential is called the streaming or electrokinetic potential. The
streaming potential and the net charge density induces a stream-
wise external force. In the steady state, the streaming current due
to the transport of charges is in equilibrium with the conduction
current in the opposite direction. That allows the determination of
the streaming potential and of the velocity profiles under the EDL
effect. In macro scale flows, these effects are negligible, as well as
the thickness of the EDL is very small compared to the height of
the channel.

The velocity profile under the electrokinetic EDL effect ob-
tained by Mala et al.@6# in the Debye-Hu¨ckel approximation, can
be put in non-dimensional form as@2#;

u512y224
I 12I 2

k2 sinhk

z̄2G
14S I 32

I 4

sinhk
D H 12Usinhk y

sinhk
UJ

(1)

where the scaling velocity is the centerline velocity of the Poi-
seuille component, i.e.2 a2dp/dx/2m and the scaling length is
the half channel heighta. There are several parameters in this
equation, for instanceG5 (n0z e a)2/l0m , with n0 standing for
the ionic number concentration,z for the valence of positive or
negative ions,e for the electron chargel0 the electric conductiv-
ity of the fluid, andm for its dynamic viscosity. One of the most
important quantities involving in~1! is the non dimensional
Debye-Hückle parameterk5a k5a(2 n0z2 e2/««0kb T)1/2 with
« and«0 being respectively the dielectric constant of the medium
and the permittivity of vacuum,kb the Boltzmann constant andT
the absolute temperature. The characteristic EDL thickness is 1/k.
The non-dimensional Zeta potential reads forz̄5 z ez/kbT . The
quantitiesI in ~1! are given by:
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Fig. 1a compares the velocity profile of an ‘‘EDL flow’’ with the
conventional Poiseuille flow, whenk541, G512720 and z̄
52.1254. This case corresponds to the flow of aninfinitely diluted
aqueous KCl solution (n053.76431019 m23, l057.89
31029 S/m) through a microchannel of height 100mm subjected
to a Zeta potential of 50 mV. The parametersG z̄ and k are
exactly those used by Mala et al.@6# who analyzed the electroki-
netic effects of the double layer. The Debye length is 1.2mm
which is close to the value corresponding to the de-ionized ultra-
filtered water experiments of Ren et al.@5# The first impression
one has from Fig. 1a is the close similarity between the EDL and
Poiseuille profiles with a decrease of the centreline velocity typi-
cal to the EDL flows. The important difference however is the
presence of an inflexional point at y' 1/k arcsinh
$2 2/rk2 sinh(k)% in the EDL profile wherer is the ratio of the
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EDL and Poiseuille flows centerline velocities. This makes the
flow inviscidly unstable, according to the Fjortoft’s criteria.

The linear hydrodynamic stability under the EDL effect is stud-
ied through classical methods. The Orr-Sommerfeld equation is
solved by a Galerkin-like procedure@7#. The stream function is
expanded in a Chebyshev polynomial series with up to 256 terms.
The t-method described by Orszag@8# is used. The disturbances
with symmetric streamfunctions are considered only. The eigen-
values of the matrices were numerically computed by the QR
algorithm. The method gave very close results to Grosch and Sal-
wen @9# who used different sets of expansion functions.

Figure 2 shows the neutral curve corresponding to the
microchannel-flow with the parameters given below, together with
a ‘‘macro’’ Poiseuille flow~i.e. z̄50 or k→`). It is clearly seen
that the critical Reynolds number decreases bya factor nearly
equal to 2under the effect of EDL: the critical wave and Reynolds
numbers of the microflow are respectivelyac51.10 and Rec
53190 to be compared withac51.02 and Rec55772 of the con-
ventional Poiseuille flow. Due to its inviscid inflexional instability
~unstable for Re→` for a givena!, the band of unstable wave
numbers of the EDL-microflow is significantly larger compared
with the Poiseuille-macroflow. The destabilizing EDL effect dis-

appears quickly when the height of the channel is increased by a
factor of 4 ~400 mm! ~triangle in Fig. 2 corresponding tok
5163). This goes in the same line as previous experimental re-
sults showing the lack of micro-effects for the microchannels of
height larger than typically 100mm. For smaller values ofk, in
return, the effect of the interfacial effects caused by EDL on the
transition may be much more severe. For instance, the critical
Reynolds number decreases up to Rec51042 for a channel with a
40 mm separation distance subject to the same conditions~the
square in Fig. 2 withk516), and to a value as small as Rec
5496 whenk58. This effect, combined with the influence of the
roughness that can be critical in microchannel flows, may be the
explanation of significantly small transitional Reynolds numbers
reported in some studies, and the decrease of Rec with the de-
crease of channel size@3,4#.

The second parameter that plays an important role in the stabil-
ity mechanism under the EDL effect isGz̄2 ~Eq. 1!. It is clear that
EDL will play a negligible role asGz̄2→0, that is, when the Zeta
potential becomes very small. Yet, the inflexional instability effect
is so strong that the critical Reynolds number is affected even
when the electroviscous effects are negligibly small. Figure 3
shows the critical Reynolds number variation versusGz̄2 for k
516 anda51.02. It is seen that there is a decrease of 30% in Rec

already atGz̄25100. The EDL and macro-Poiseuille velocity pro-
files coincide almost perfectly at this low value ofGz̄2 ~not shown
here!. The second striking feature of Fig. 3 is the rapid decrease of
the critical Reynolds number asGz̄2 increases, before reaching a
plateau region atGz̄2'104.

Fig. 1 EDL and Poiseuille velocity profiles „a…, and the inflex-
ional instability of Fjortoft type „b…. The parameters of the EDL
flow are given in the text. The broken line in „b… corresponds to
Poiseuille flow with kÄ` and the circles to the kÄ41 EDL flow.
The inflexion point is shown by I. The inviscid instability is of
Fjortoft type because after the inflexion point near the wall, u 9
Ì0 and the velocity is smaller than the velocity at the inflexion
point u I , resulting in u 9„uÀu I…Ë0 in this zone.

Fig. 2 Neutral curves of the EDL flow compared with the Poi-
seuille flow. The open circles correspond to Poiseuille flow
with kÄ`. The results of Grosh and Salwen †9‡ are shown by
small bold squares. Bold circles correspond to kÄ41, G
Ä12720 and z̄Ä2.1254. The rest of the results are obtained by
changing the microchannel height and keeping constant the
rest of the parameters.

Fig. 3 The critical Reynolds number versus G z̄2 for kÄ16 and
aÄ1.02.
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The macroscale Poiseuille flow ismetastable; i.e., the corre-
sponding stability issubcritical. Nonlinear analysis shows that
the instability may occur with finite amplitude when all infinitesi-
mal disturbances are stable@10#. There is a significantly lower
critical value of the Reynolds number ReG compared to Rec ,
above which the flow is unstable and below which there is no
bifurcation. The exact theoretical determination of ReG is still a
matter of research. Experiments show that ReG /Rec '1000/5772
'1/6. The transitional Reynolds number depends on the shape
and shape factors of the channels.

The Poiseuille flow is monotonically stable only for Re,100 to
be compared with 5772. The lower limit of the transitional Rey-
nolds number Ret of channel flows is about 400 according to
experiments and the growth rate of three-dimensional distur-
bances of linear secondary instability@11# ~1100 based on the
hydraulic diameter and channel averaged velocity!. Thus, the ratio
Ret /Rec,

1
15 in macroscale Poiseuille flows.

The main non-linear stability mechanism in macro-Poiseuille
flow is due to a secondary instability with the development of
mean spanwise profiles inflexion with strong shear@12,13#. In the
EDL flow there is already a streamwise inflexion point in the base
flow. Thus, the Reynolds numbers ReG and Ret should be much
lower under the EDL effect. A nonlinear analysis is necessary to
check out this point but the first stage is then the determination of
the marginal curve which is done here. The nonlinear saturation of
the primary stability and formation of a secondary flow, together
with the secondary instability processes have to be analyzed in
EDL flow similarly to the Poiseuille macro-flow@11#. Some argu-
ments on the reinforcing effect of the EDL on the subcritical na-
ture of the macro Poiseuille flow may however already be given.
The square of the amplitude of a finite disturbance is given by:

duA1
2u

dt
52aci uA1u21~k11k21k3!uA1u4 (3)

according to Stuart@14#. The flow reaches a subcritical equilib-
rium state whenk11k21k3.0. The coefficientk1 represents the
distortion of the mean motion: it is related to the eigenfunctions of
the linear stability problem, and it is negative. The coefficientk2
is linked to the generation of the harmonic of the fundamental and
is also likely negative. The wall normal distortion of the funda-
mental (k3) must ‘‘be positive and outweigh the combined nega-
tive effect ofk1 andk2 to reach a subcritical state’’@14#. Now, k1

is proportional to Recac
2 ~Eq. 6.3 of@14#!. It has therefore a sig-

nificantly smaller negative contribution tok11k21k3 under the
EDL effect. Furthermore, part of the terms involving in the coef-
ficient k3 is inversely proportional to Rec according to the Eq. 6.5
of @14# and the EDL presumably reinforces the positive character
of k3 in the subcritical state.

The experimental verification of the linear stability results is
difficult because of the subcritical character of the stability
mechanism, and the difficult control of the level of turbulence at
the inlet. That also rises the question of the EDL effect on the
stability in the developing region. It is also somewhat difficult to
reach such high Reynolds numbers in microchannels, even though
one may consider the possibility of Debye lengths larger than 1
mm, thus higher channels compared with the numerical example
given before. Well-controlled experiments are certainly more dif-
ficult in microchannels. Yet, it should be possible to detect the
EDL effects on the transitional Reynolds number by classical Re-
pressure gradient curves. Table 1 shows the expected transitional
Reynolds numbers under the EDL effect as a function ofk. The
ratio Ret /Rec 5 1/15 is taken same as in macro channels, al-
though, it is more than likely that Ret /Rec is presumably smaller
under the EDL effect according to the arguments given above.
Table 1 also shows the Reynolds numbers achieved in some ex-
periments. It is seen that the expected transitional Reynolds num-
ber is within the range of experimental possibilities. For larger
channel of typical height 100mm or so, the critical Reynolds
number should also be measured, at least in principle. The experi-

ments are limited to small Reynolds numbers for microchannels
of height smaller than 20mm, because very high pressure is then
necessary and the channels will then break.

The last column of Table 1 shows transitional Reynolds num-
bers reported by some authors indicating early transition in micro-
channel liquid flows. All of these experiments have been con-
ducted with DIUF-W but the channel wall material may be
different from one experiment to the other. In lack of experimental
details it is hard to give definitive conclusions. Yet, there is a
satisfactory agreement between the estimated theoretical Ret and
the measurements, in particular with those of Mala and Li@15#.
There is only one value reported by them on which we are sure,
but unfortunately other details are not available. They, however,
clearly indicated that ‘‘there is an early transition from laminar to
turbulent flow at Ret>562168’’ and that ‘‘the range of Ret values
varies somewhat, depending on the diameter and the material of
the wall’’ pointing at a plausible EDL effect. Note that these ex-
periments have been conducted in micro tubes, and that the
Poiseuille-Hagen flow is linearly stable. That does not matter for
the qualitative comparisons made here, since the nonlinear char-
acter of the stability is similar in planar and cylindrical channels.

To conclude, the EDL destabilizes the linear modes of the Poi-
seuille channel flow and early transition in microchannels is plau-
sible. This effect can be experimentally checked, provided that the
liquid contains a very small amount of ions, the Zeta potential is
high enough and the channel height is sufficiently small. In prac-
tice that would require the use of DIUF-W or organic liquids, and
channel heights larger than 20mm ~but smaller than typically 100
mm! for feasibility problems~microchannel failure at high pres-
sures!. There is no effect on stability for liquids with high ionic
concentration and/or mini channels. The nonlinear stability analy-
sis of the EDL flow is necessary, although physical considerations
indicate a much more rapid transition compared to macro flows.
Direct Numerical Simulations can also be helpful to this end.
Controlled experiments in a way similar to those reported by Ren
et al.@5# have to be conducted, by keeping the same channel with
the same roughness distribution, and changing the ionic concen-
tration of the liquid. The fact that the channels cross-section
shape, in particular the corners have important contribution to the
EDL field have also to be considered~Yang et al.,@16,17#!. These
results may imply important industrial applications, in particular
in the control and manipulation of the heat transfer process in

Table 1 Estimated values of the transitional numbers under
the EDL effect compared with some experiments and the
range of Re numbers that can be reached in microchannels. 1:
Mala and Li †15‡, microtubes, the transitional Re number of 150
„second line, last column … correspond to Dh Õ2Ä65 mm. 2: Gao
et al. †18‡, 2-D microchannels, 3: Qu et al. †19‡, trapezoidal sili-
con microchannels. Profiles at Dh Õ2-71 mm „their Fig. 8 … sug-
gest a transitional number of 200. 4: Wang and Peng †4‡ micro-
channels. This is a particularly low transitional Reynolds
number. The exact value of Dh Õ2 is 150 mm. The value of k is
larger than 120 for other microchannels these authors investi-
gated. Although their experiments have been conducted with
distilled water „so that roughly 1 ÕkÄ1mm… the low transitional
Reynolds numbers they report for higher channels cannot be
explained by the EDL effect. Strong effect of roughness in the
inlet region is suspected in these experiments.
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microchannels. The complete parametrical study including the
EDL effects on amplification and decay rates, and the eigenvalue
spectrum is under investigation. The nonlinear stability analysis of
EDL flow is also currently investigated.
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Low-Reynolds Number
Turbulence Models: An Approach
for Reducing Mesh Sensitivity
This study presents a new near-wall treatment for low-Reynolds number (LRN) turbulence
models that maintains accuracy in ‘coarse’ mesh predictions. The method is based on a
thorough examination of approximations made when integrating the discretized equations
in the near-wall region. A number of modifications are proposed that counteract errors
introduced when an LRN-model is used on meshes for which the first interior node is
located at y1'5. Here the methodology is applied to the k2v turbulence model by
Bredberg et al. [1], although similar corrections are relevant for all LRN models. The
modified model gives asymptotically, in the sense of mesh refinement, identical results to
the baseline model. For coarser meshes~y1<10!, the present method improves numeri-
cal stability with less mesh-dependency than the non-modified model. Results are included
for fully developed channel flow, a backward-facing step flow and heat transfer in a
periodic rib-roughened channel.@DOI: 10.1115/1.1638791#

1 Introduction
With respect to computing the near-wall behavior of complex

turbulent flow, two different methods are commonly employed in
computational fluid dynamics codes. These are referred to as the
integrated method and the wall function method. Using the former
type necessitates a low-Reynolds number~LRN! turbulence
model in which modifications are made to account for the viscous
effects found in the wall vicinity~viscous sub-layer!. LRN-models
require that the near-wall region is resolved using a sufficient
number of computational cells to capture the strong gradients usu-
ally found there. The end result is enhanced predictions, especially
for near-wall sensitive parameters such as the Nusselt number and
skin friction. The computational efforts are however substantially
higher than when using the alternative wall function approach.
With the latter strategy, high-Reynolds number~HRN! turbulence
models are employed that utilize algebraic functions to bridge the
near-wall region, that substantially relax the mesh requirements.

Wall functions~Patankar and Spalding@2#! are derived assum-
ing that a Couette flow prevails, i.e. that the variation of the de-
pendent parameters with respect to the streamwise direction can
be neglected. For impermeable walls the flow equations can be
solved analytically to yield the well-known, law-of-the-walls:

U15
1

k
ln~y1!1B (1)

T15
Prt
k

ln~y1!1BT (2)

Similar wall functions can be derived for turbulence quantities
~Wilcox @3#!. Employing these equations permits us to simplify
the near-wall treatment to an one-dimensional analysis for which
the solution of the dependent variables is only a function of the
normalized wall-distance. Naturally such a simplification reduces
the computational storage and time, through a reduction of the
number of nodes, in addition the convergence rate is increased as
a result of the simplified equations.

The universality of these wall functions is however limited, as
they are derived from simplified governing equations. Their use

has also frequently been questioned~Launder@4#!. In spite of their
lack of physics, they have often out of necessity been employed
and have in many cases performed admirably. It should also be
emphasized that in many cases of industrial relevance the use of
wall functions is the only affordable method.

A simple and yet effective improvement for the wall function is
to substitute the usage of the friction velocity,ut , with Cm

1/4Ak in
the scaling for the velocity log-law. In flows that involve re-
circulation, for whichut is unsuitable as a velocity scale, the
improvement is significant. In addition, Launder and Spalding@5#
~LS! suggested that the turbulent kinetic energy should to be
solved in the first interior node, rather than being a priori set using
a wall function. The latter is especially important ask varies con-
siderably in the near-wall region, hence the cell-averaged values
~as given in a finite volume method! is difficult to specify in a
universal manner.

In an attempt to improve the initial assumption of a constant
shear-stress and a linear length-scale variation across the first in-
terior cell, Chieng and Launder@6# ~CL! extended the wall func-
tion treatment to a zonal approach. Their method assumes that the
near-wall region can be divided into two layers, for which the
sublayer thickness (y1'11) acts as a partition line. Johnson and
Launder@7# ~JL!, and also Ciofalo and Collins@8#, further im-
proved the model by making the viscous sub-layer thickness de-
pendent on local turbulence levels. The zonal idea was taken fur-
ther by Amano and his colleagues@9,10#. In addition to solving
the k-equation Amano et al. also included cell-averaged genera-
tion and destruction terms in the«-equation. In their 1983 paper
@9#, the treatment was extended to a three-layer model, where the
first interior cell was divided into three regions: the viscous sub-
layer, the buffer layer and the fully turbulent layer, in whichk, «
andruv had their respective variations.

Acharya et al.@11# evaluated the three models proposed by
Launder et al.~LS, CL, JL! for a surface mounted rib case and
found only marginal differences between the LS and the CL mod-
els, both yielding an underestimation of the heat transfer. The
Johnson-Launder modification improved the predictions in the re-
circulating zone but resulted in an overestimation of the heat
transfer in the downstream region. Heyerichs and Pollard@12#
compared the LS, CL and the two-layer Amano model for the
same BFS-case with good agreement in the predicted Stanton
number. Despite the documented improvements made through the
various refinements, the LS model is still the standard wall func-
tion for commercial CFD-codes. It should be noted that it is nu-
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merically awkward to implement the most elaborated zonal-
schemes, and the authors have reported problems with numerical
stability for nontrivial flows using these models~Bredberg@13#.!

An alternative to the wall function approach is to solve for a
parabolic equation in the near-wall region~Launder@4#!. In the
mid-1980s researchers at UMIST developed the parabolic sub-
layer ~PSL! scheme~Iacovides and Launder@14#!. PSL assumes a
constant static pressure across the wall affected region where the
pressure-velocity coupling is neglected and the wall normal veloc-
ity is given from continuity. While such a scheme is computation-
ally more expensive than a wall function approach, it is still sig-
nificantly cheaper than LRN-models. For complex situations, such
as the simulation of a U-bend~Choi et al.@15#! it was, however
found that the PSL approximation introduced serious errors.

A third methodology for reducing computational requirements,
can loosely be denoted as an enhanced representation of the de-
pendent variables through analytical integration of the near-wall
region. This may be done at two levels: 1! integration of the
individual terms or 2! integrated solution of the differential equa-
tions. The former route is used for the zonal models, in which a
cell-averaged, i.e., an integrated value, is required in the specifi-
cation of the source and sink terms in the solved turbulence equa-
tions. The analytic solution, via integration of the differential
equations, was experimented with in the beginning of CFD~Spal-
ding @16#, Wolfshtein @17#!. The complexity of the equation sys-
tem however necessitates that severe simplification being made
for the successful conclusion of such a project. The law-of-the-
wall may be given as an example. Only recently have there been
attempts to incorporate a more advanced scheme in which con-
vective terms are included in the analysis~Craft et al. @18,19#!.
The route embarked upon here is however to improve the analytic
integration of the individual terms in the transport equations.

In a previous investigation the authors devised a model based
on the Chieng-Launder zonal approach, however applied to the
Wilcox @20# standardk2v model ~Bredberg et al.@21#! ~BPD!.
Although there are similarities between the BPD model and the
CL model, a significant difference is the treatment of the genera-
tion and dissipation terms for thek-equation. In the BPD model
the integration of each term is done separately in the viscous
sub-layer and the fully turbulent region. The two volume-averaged
values are then blended together using an exponential function
that ensures that an LRN-model is obtained in the limit of a fine
mesh while wall functions are retrieved for a coarse mesh. A
complete discussion and analysis of the model is found in Bred-
berg@22#. Although the model predicted heat transfer with reason-
able accuracy, the aim of a mesh insensitive model was not
fulfilled.

In finite-volume method codes the evaluated source terms in the
transport equations represent the volume average of a cell. In
cases when the source terms are composed of non-linear variables,
the simplified assumption that the cell-centered value is equal to
the volume-weighted average of the cell could lead to large dis-
crepancies in the predicted results. Rautaheimo and Siikonen@23#
however showed significant improvements in the predicted skin
friction for cells with the node location of 5<y1<10, through
studying higher order differencing schemes and the near-wall
variation of the dependent variables. The method is based on a
flux-correction scheme which was also adopted by Grotjans and
Menter@24#. By shifting the computational domain, the boundary
condition is applied at the edge of the viscous sub-layer, and the
effect of the near-wall region is modelled using modified wall
fluxes. They showed a significant improvement in grid-
independence as compared with standard wall functions.

Using a slightly different approach the present study investigate
the effects of numerical approximations made to the volume-
averaged terms when coarsening the mesh. On the basis of sim-
plified flow equations, functions for the near-wall variations of the
turbulent quantities and velocity are established. In cases in which
these functions depend only on the wall normal distance, it is

shown that the source terms in the transport equations can be
analytically integrated. To diminish the sensitivity to the location
of the near-wall node, some empirical corrections are applied to
these terms. The DNS database for channel flow, Reynolds num-
ber of 13,750, is used for validation and numerical optimization of
the integrating functions. Considering previous studies~Bredberg
et al. @21#, and Rautaheimo and Siikonen@23#!, the range of ap-
plicability for the present model is limited to the viscous sub-layer
and the lower part of the buffer layer,y1<10.

Predictions are included for a higher Reynolds number case, a
backward-facing step flow and a rib-roughened channel flow,
where the new model produces very good results as compared
with DNS-data and measurements. The inclusion of the near-wall
treatment shows improved mesh independence with little sensitiv-
ity to the first near-wall node location. Compared to models based
on wall functions the present method still requires a finer mesh.
However, the number of nodes may be significantly decreased
compared to an LRN approach. The nodes employed within the
viscous sub-layer can be reduced from~7–10!, as recommended
by Wilcox @3#, to only one through the use of these analytically
derived modifications.

2 Model Formulation

2.1 Flow Equations. The governing equations for an in-
compressible flow are the continuity equation, the momentum
equations and the temperature equation. These are respectively:

]Ui

]xi
50 (3)

DUi

Dt
52

]P

]xi
1

]

]xj
S m

]Ui

]xj
2ruiuj D (4)

DT

Dt
5

]

]xi
S m

Pr

]T

]xi
2ruit D (5)

This equation system is not closed due to the Reynolds stress
tensor,uiuj , in the momentum equations and the heat flux vector,
uit, in the temperature equation. Employing an eddy-viscosity
model~EVM!, the Reynolds stress tensor is modelled through the
Boussinesq hypothesis:

2uiuj5n tS ]Ui

]xj
1

]U j

]xi
D2

2

3
kd i j (6)

where the eddy-viscosity is described using a turbulence model.
The turbulent heat-flux vector is modelled as

2uit5
n t

Prt

]T

]xi
(7)

where the turbulent Prandtl number, Prt , can either be set as a
constant, or as a function on some flow quantity, see e.g. Kays
@25#. For the predictions in this paper, Prt50.9.

For fully developed channel flow, the Reynolds-averaged
streamwise momentum equation and temperature equation can be
simplified to ~Tennekes and Lumley@26#!:

twS 12
y

hD5~m1m t!
dU

dy
(8)

qw5CpS m

Pr
1

m t

Prt
D dT

dy
(9)

Neglecting the molecular viscosity, assuming an eddy-viscosity
variation ofn t5utky, and with the definition of the friction ve-
locity, ut[Atw /r, the law-of-the-wall, Eqs.~1! and ~2! are ob-
tained, see e.g. Bredberg@22#.

If instead the eddy-viscosity is set to zero, as in the limit of the
wall, these equations~Eqs.~8! and~9!! reduce to the definitions of
the wall-shear and heat-flux as:
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tw[m
dU

dyU
y50

(10)

qw[
mCp

Pr

dT

dyU
y50

(11)

The above definitions are used for computing relevant wall pa-
rameters when the first node is located within the viscous sub-
layer (y1<5).

Employing LRN-models with no-slip conditions at the wall, the
discretized equations will predict a linear relation for the velocity
and temperature profiles at the first interior node. In situations
when the first node is located outside the viscous sub-layer, for
which the linear law is no longer valid, CFD-codes will underes-
timate the velocity and temperature gradients at the wall, and,
through the usage of Eqs.~10! and ~11! also the shear stress and
heat flux.

It is here investigated whether the use of Eqs.~8! and ~9! may
possibly improve the results when applied to coarse mesh compu-
tations. The shear stress and the wall normal heat flux are con-
stant, as long as the advective terms are negligible. Thus if local-
ized values are employed, it is equally valid to use e.g. Eq.~8! as
it is to use Eq.~10!.

Figure 1 compares the estimated wall shear stress using DNS-
data for fully developed channel flow, via Eqs.~8! and~10!. It can
clearly be seen in the figure that neither of the two formulations is
accurate beyondy1>5, with the standard procedure~10! being
the preferable one. The laminar relation is thus used throughout
the paper, with the wall shear stress calculated as:tw5t
5mU1 /y1 .

For the temperature equation, Eq.~9! is used however, as a
slight improvement in the predicted Nusselt number for coarser
meshes can be noted,~see Fig. 10!. No degeneration is apparent
for refined meshes as the eddy-viscosity is negligible at the first
node.

2.2 Turbulence Equations. The above discussion is of im-
portance in estimating the correct wall shear stress and wall heat
flux. The flow equations do however not include any volume av-
eraged source or sink terms, whereas the generation and destruc-
tion terms in the turbulence equations do. The standard method is
to use the cell-centered value multiplied with the cell-volume to
represent the integrated quantities. This praxis fails for a coarse
meshes if the quantities involved do not behave in an orderly

fashion, that is with no or linear variation. Using the results of
Hanjalic and Launder@27#, it is possible to derive the near-wall
dependency of the important variables as:

U;y1, m t;y3, k;y2, «;y0, v;y22 (12)

Thus terms involving the eddy-viscosity,m t , the turbulent kinetic
energy,k, or the specific dissipation rate,v, may be inaccurate
unless the variation are resolved on a fine mesh, as is done with an
LRN-model. The integration of the production and dissipation
term in the turbulence kinetic energy equation gives, using Eq.
~12!:

E
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DV
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dy5 H m t5C1y3
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E
0

DV

«dV5DxDzE
0

Dy

«dy5$«5C3y0%5C3DV (14)

The assumed relations for the velocity and eddy-viscosity are a
fair approximation, however less so for the dissipation rate. Data
of Moser et al.@28# indicate that the boundary condition for«
depends on the Reynolds number, and that the constant relation is
valid only in a very thin layer close to the wall~Mansour et al.
@29#!. An alternative to« as the length-scale determining equation
is the specific dissipation rate,v. For vw

1 and«w
1 we can write:
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4 52
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where the identities, (5
!

), assume common approximations made
in CFD-codes. An alternative to Eq.~15! is used in the newly
developedk2v model by Bredberg et al.@1#. The boundary con-
dition for «, in contrast tov, is coupled to thek-equation, which
may be of concern in coarse mesh simulations where a high de-
gree of accuracy for the first node is not guaranteed. Hanjalic@30#
also noted that, although bothk1 and «1 are Reynolds number
dependent, their ratio~i.e., v1) is less flow dependent. Conse-
quently, we believe that improved numerical stability can be
achieved through the use ofv as the length-scale determining
equation. Previous studies~Huang and Bradshaw@31#! have also
showed that thek2v model is preferable to thek2« model in
wall-bounded turbulent flows. On the grounds of this it was de-
cided to adopt the present treatment to thek2v model of Bred-
berg et al.@1#. Using ak2v model, the destruction term is mod-
elled as«5Ckkv, with the integration as:

E
0

DV

CkkvdV5DxDzE
0

Dy

Ckkvdy5 H k5C4y2

v5C5y22J 5CkC4C5DV

(17)

The exact integrations~Eqs. 13 and 17! should be compared with
the numerical approximation using cell-centered values (fp) in a
CFD-code:

PkDV'mpS Up

yp
D 2
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DV

(18)
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DV5CkC4C5DV
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Fig. 1 Total wall shear stress, evaluated at y 1
¿ . y¿-value of cell

center along abscissa. DNS-data †28‡, fully developed channel
flow at Re tÄ395.
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In the case of the production term, the finite-volume code under-
estimates the volume integral by a factor of two as a result of
using cell-centered values. The present study includes this factor
in the numerical scheme. To extend the accuracy of the model to
regions in which the near-wall relation~Eq. 12! fails, an empirical
damping function is added to the production term. A similar nu-
merical optimization was attempted for the dissipation term, but
improvements were restricted to the channel flow. Thus the only
modification made to thek-equation is given as:

Pk
mod5

2

110.9Rt
Pk

std (20)

whereRt5k/(nv) is the turbulent Reynolds number. The accu-
racy of this model is evaluated for fully developed channel flow.
The numerically integrated production term on a refined~LRN!
mesh is compared in Fig. 2 with cell-centered, point-wise values
on coarse meshes. The importance of the additional factor on a
y1

1>5 mesh is evident. The standard method (Pk

5m t,1(U1 /y1)2) overestimates the production outside the viscous
sub-layer and will commonly result in non-convergent solutions if
used on ay1

1'10 mesh.
Using ak2v model, thev-equation is not solved for the first

near-wall node and hence the above manipulation is not appli-
cable. To improve coarse mesh predictions, a route similar to that
one used in Bredberg et al.@21# is adopted. The wall value ofv is
set by combining a low-Reynolds number~LRN! and a wall func-
tion ~HRN! approach:

vw5 f vLRN1~12 f !vHRN (21)

wherevLRN and vHRN are the solutions to thev-equation, Eq.
~25!, in the viscous sub-layer and fully turbulent regime, respec-
tively:

vLRN5
2n

Cky
2 (22)

vHRN5
ut

ACkky
(23)

Following Launder and Spalding@5#, the friction velocity,ut , is
substituted byAkCk

1/4. The smoothing function,f, is numerically
optimized to f 5exp(2y* /17), where y* 5u«y/n is the non-

dimensional wall distance, using the Kolmogorov velocity scale,
u«5(«n)1/4, as suggested by Abe et al.@32#. A comparison with
DNS-data on the proposed model for the near-wall specific dissi-
pation rate is given in Fig. 3. Note that the above modifications
are applied only to the first interior node, substituting procedures
used for wall function based models. The additional implementa-
tion complexity is marginal, as most codes already include special
routines for walls, eg. in the specification ofvw . It should be
noted that the assumed near-wall variations in Eq.~12! are strictly
valid only in the viscous sub-layer, and thus the use of the current
model when the first node is located in the logarithmic layer is
strongly discouraged.

2.3 The Baseline Turbulence Model. The new boundary
treatment is applicable to any turbulence model. However, when
mated with ak2v, there is a numerical advantage in the speci-
fication of the secondary turbulence quantity, as discussed above.
In this paper, thek2v turbulence model by Bredberg et al.@1# is
used. The model was developed in the following form:
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]

]xj
F S n1

n t

sk
D ]k

]xj
G (24)
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k
1

n t

k D ]k

]xj

]v

]xj

1
]

]xj
F S n1

n t

sv
D ]v

]xj
G (25)

with the turbulent viscosity given by:

n t5Cm f m

k

v

f m50.091S 0.911
1

Rt
3D F12expH 2S Rt

25D
2.75J G (26)

Rt is the turbulent Reynolds number defined asRt5k/(vn). The
constants in the model are given as:

Ck50.09, Cm51, Cv51.1, Cv150.49,

Cv250.072, sk51, sv51.8

3 Results and Discussion
The new near-wall treatment is evaluated for four different test

cases: fully developed turbulent channel flow at Ret5395 ~Moser

Fig. 2 Averaged production in first near-wall computational
cell. Numerical integration „NI… versus point-wise „PW… evalua-
tion „using node value …. y¿-value of cell center along abscissa.
DNS-data †28‡ and kÀv BSL model †1‡, fully developed chan-
nel flow at Re tÄ395.

Fig. 3 v in first near-wall computational cell. y¿-value of cell
center along abscissa. DNS-data †28‡ and kÀv BSL model †1‡,
fully developed channel flow at Re tÄ395.
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et al.@28#!, and at ReH5250, 000, the backward-facing step~BFS!
flow, Reh55100 ~Le et al. @33#!, and a rib-roughened channel
flow, ReH530,000~Rau et al.@34#!.

The modifications were implemented in the incompressible
finite-volume method code CALC-BFC~Davidson and Farhanieh
@35#!. The code employs a second-order bounded differencing
scheme~van Leer@36#! for the convective derivates and second-
order central differencing scheme for the other terms. The
SIMPLE-C algorithm is used to deal with the velocity-pressure
coupling. CALC-BFC uses Boundary-Fitted-Coordinates, on a
non-staggered grid with the Rhie-Chow@37# interpolation to
smooth nonphysical oscillations. In order to improve the diagonal
domination in the TDMA solver, the cross-diffusion terms~in the
v-equation! are added to the left-hand side if they are negative
and to the right-hand side otherwise. For the fully developed
channel flows and the rib-roughened channel flow, periodic
boundary conditions were used for the inlet and outlet sections.
All variables were prescribed in the inlet for the backward-facing
step flow, while the Neumann condition was used at the outlet. A
no-slip condition was used on the walls,Ui50,k50. The bound-
ary condition forv was set using the relation in Eq.~21!.

The objective of the present study is to validate the new bound-
ary condition’s insensitiveness to the location of the first interior
node through a comprehensive mesh study. The performance of
the baseline model, i.e., the asymptotic result using the present
method, and comparisons with contemporary turbulence models
are discussed in Bredberg et al.@1#.

3.1 Fully Developed Channel Flow, RetÄ395. The model
was validated using DNS-data~Kim, 1988, unpublished work,
also Moser et al.@28#! for a fully developed turbulent channel
flow with Ret5395. It is attractive to include this test-case in spite
of its simplicity, since the important wall effects are present in the
flow. Only half of the channel needs to be simulated, with sym-
metry conditions applied along the centerline of the channel. The
number of nodes in the wall-normal direction range fromN520
~uniformly distributed! to a near-wall clustered 100-node mesh.
The location of the first interior node is given in Table 1. Both the
streamwise velocity, Fig. 4, and the turbulent kinetic energy, Fig.
5, are normalized using the friction velocity,ut , which is also
found in Table 1. DNS-data giveut /UB50.0575, which is excel-
lently reproduced by the baseline model. The deviation inut /UB
using the new wall treatment is zero for the refined mesh and
small for coarser meshes, as indicated by the table. The skin fric-
tion, Cf , is calculated asCf52tw /rUB

252(ut /UB)2.
The normalized streamwise velocity,U15U/ut , is shown in

Fig. 4, while the normalized turbulent kinetic energy,k15k/ut
2,

is found in Fig. 5. The figures includes both DNS data and the
results of the non-modifiedk2v turbulence model~Bredberg
et al. @1#!. The predicted results using the near-wall modification
are shown as the deviation as compared with the non-modified
model and listed as a percentage, (f2f re f)/f re f , on the right-
hand side of the figures. For both parameters the discrepancies
with a low-Reynolds number mesh are negligible.

The velocity profile is severely overestimated for the mesh with
a y1

1510. This can however be explained as a direct consequence
of the definitions ofy1 andU1 and the relation used for the wall
shear stress, Eq.~10!. This equation will inherently predict a
linear-law for the velocity, regardless of the first node location, as:

y1
1[

y1ut

n
5$Eq. ~10!%5

y1Atw /r

n
5

y1AnU1 /y1

n
5Ay1U1

n
(27)

U1
1[

U1

ut
5$Eq. ~10!%5

U1

Atw /r
5

U1

AnU1 /y1

5Ay1U1

n

The deviation fory1
1510 is 20%, which must be considered when

constructing models that assume a linear relation for the velocity
profile, via Eq.~10!. The work by George@38# suggests alterna-
tives to this simplified idea.

Table 1 Predicted skin friction, friction-velocity and y 1
¿ using different number of cell „N….

DNS-data †28‡ and kÀv BSL model †1‡ fully developed channel flow at Re tÄ395.

Mesh DNS k2v BSL N5100 N550 N550 N520

y1
1 0.03 0.14 0.14 1.0 4.0 10.0

ut /UB 0.0575 0.0573 0.0573 0.0569 0.058 0.0582
10003Cf 6.61 6.57 6.57 6.48 6.73 6.77

Fig. 4 Fully developed channel flow at Re tÄ395. Velocity pro-
file „left … and error „U¿ÀUref

¿
…ÕUref

¿
„right ….

Fig. 5 Fully developed channel flow at Re tÄ395. Turbulent ki-
netic energy profile „left … and error „k¿Àk ref

¿
…Õk ref

¿
„right ….
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3.2 Fully Developed Channel Flow, ReHÄ250,000. For in-
dustry application it is of interest to validate the performance of
the modification at a substantial higher Reynolds number. In Fig.
6 the predicted velocity profile on different mesh refinement with
the baselinek2v model is compared with the near-wall modified
k2v model as given in the previous section is shown. Using the
baseline model no converged solution was achievable for meshes
with a first node location aty1

1.5. Modifying the near-wall treat-
ment, as proposed here, greatly improve the stability and also
accuracy when coarsing the mesh.

3.3 Backward-Facing Step. For a backward-facing step
~BFS! case, the flow undergoes separation, recirculation and reat-
tachment followed by a redeveloping boundary layer. In addition,
this case involves a shear-layer mixing process, and an adverse
pressure gradient. The BFS is thus an attractive flow for evalua-
tions of turbulence models.

The case used here is the one studied by Le et al.@33# using
DNS. In the present computation the inflow condition is specified
using DNS data atx/h5210. The Neumann condition was ap-
plied for all variables at the outlet located atx/h530. The overall
calculation domain ranges fromx/h5210 to x/h530, with the
step located atx50. The channel height is 5h in the inlet section
and 6h after the step, yielding an expansion ratio of 1.2, see Fig.
7.

Due to the relatively low Reynolds number, Reh55100, a fair
mesh comparison is difficult to make as the number of nodes
spanning the step will be too few to resolve even the larger flow
structures when coarse meshes are employed. Thus the meshes
used in the present computations, presented in Table 2, all have a
significant number of nodes, especially in the streamwise direc-

tion. The computation made using the 2003180 mesh~stream-
wise by wall normal! with a first interior node aty150.2 can be
considered as a mesh independent solution.

The computed skin friction coefficient,Cf52tw /rU`
2 , using

the different meshes are shown in Fig. 8. Included in the figure are
the results of the baselinek2v turbulence model~Bredberg et al.
@1#! and DNS-data. The computedCf with the modified near-wall
treatment gives only a marginal difference for the two most re-
fined meshes (2003180 and 100390). Coarsening the mesh fur-
ther to a first node location aty154 gives a small deviation in the
predictedCf and a slight re-location of the reattachment point.
The result with the 100330 mesh gives a substantially smaller
recirculation zone. One of the commonly used quantities to justify
the accuracy of a turbulence model in a BFS-case is the re-
attachment length of the main separation. The present model gives
results close to those of the DNS data,xr /h56.28, for all meshes
apart from they1

1510 mesh, see Table 2.

3.4 Rib-Roughened Channel. The heat transfer perfor-
mance of the present method is evaluated in the rib-roughened
case of Rau et al.@34#, see Fig. 9. The Reynolds number, based on
the mean velocity and the channel height,H, is ReH530,000. A
constant heat flux boundary condition was applied at the walls,

Fig. 6 Fully developed channel flow at Re HÄ250, 000. Velocity
profile.

Fig. 7 Geometrical conditions, not to scale, BFS-case

Table 2 Re-attachment point, BFS-case. Present model com-
pared with DNS-data †33‡ and kÀv BSL model †1‡.

Mesh DNS k2v BSL 2003180 100390 100370 100330

y1
1 0.1 0.22 0.21 1.1 3.9 10.0

xr /h 6.28 6.34 6.32 6.25 5.90 4.68

Fig. 8 Friction coefficient, BFS-case

Fig. 9 Geometry, rib-roughened channel

Journal of Fluids Engineering JANUARY 2004, Vol. 126 Õ 19

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



with the rib insulated. The rib-height-to-channel-height,e/H, is
0.1, and the pitch-to-height ratio,P/e, is 9. The single rib is
located along the lower wall as shown in Fig. 9.

The measured Nusselt numbers are normalized with the Dittus-
Boelter equation~Dittus and Boelter@39#!, as introduced by
McAdams@40#:

Nu`50.023• ReH
0.8
•Pr0.4 (28)

The computations were made using a periodic boundary condition
at the streamwise boundaries.

The following meshes were used for this case: two 1003120
meshes, one 50360 mesh and one 50355 mesh (streamwise
3wall normal). The two 1003120 meshes were constructed us-
ing different stretching in the wall normal direction, resulting in a
first interior node distance aty1

150.2 andy1
151, respectively. In

a ribbed channel, the use ofy1 is unsuitable as an indicator of the
wall distance. The definition ofy1 uses the friction velocity,
which will be undefined in reattachment and separation points.
Thusy1 will vary substantially along the lower wall even though
the nodes are located at the same distance from the wall. To en-
able a valid comparison with the other cases,y1

1 for the upper
wall is used instead. The non-normalized distance for the first
interior node is the same for the upper and lower walls for all
meshes used here. The actualy1

1 value of the lower wall will
generally be smaller, owing to the reduced velocity in recirculat-
ing areas.

The predicted normalized Nusselt number along the lower wall
using the different meshes is compared in Fig. 10 with the base-
line model of Bredberg et al.@1#. The zero heat transfer for 4
<x/e<5 indicates the location of the insulated rib. Employing
the modified wall treatment on the samey1

150.2 mesh yields
results identical to those of the baseline model, with the curves
overlaying each other. For they1

151 and y1
154 meshes the

present predictions are within 5% of the grid independent result.
Note, however, that there is a qualitative difference using the
coarsest mesh, with a downstream shift of the location of the
maximumNu that is accompanied by a similar shift in the reat-
tachment point of the main recirculating bubble, Table 3.

Two different relations were used in the estimation of the wall
temperature corresponding to Eqs.~9! and ~11!. In Fig. 10, the
result using the former is labeled withn t . For they1

151 mesh,
the difference between the two formulations is negligible. How-
ever, with they1

1510 mesh, the inclusion of the eddy-viscosity,
n t , improves the predicted Nusselt number. Even though the re-
sults in the case of the coarsest mesh deviate by more than 25%
from the experimental data, they are still encouraging as com-
pared with other turbulence models, especially when using wall
function based models, see Bredberg@13#.

4 Summary
This study presents an improved near-wall treatment for turbu-

lence models. The method is based on a thorough examination of
approximations made when integrating the discretized equations
in the near-wall region. A number of modifications are proposed
which counteract errors introduced when using an LRN-model on
meshes for which the first interior node is located aty1>5. Here
the methodology is applied to thek2v turbulence model by
Bredberg et al.@1#, although similar corrections are relevant for
all LRN models. For a fine mesh, the model gives asymptotically

identical results to those of the baseline model. The present
method improves numerical stability for coarser meshes, and also
shows less mesh dependency than a non-modified model. Results
for fully developed channel flow, backward-facing step flow and
rib-roughened channel are presented. For the four cases consid-
ered, the predicted results are only weakly grid dependent for
meshes with a first interior node located belowy1,10. This is a
great improvement over traditional low-Reynolds number models,
which necessitate at least five nodes within this range.

The proposed modifications can give a twofolded reduction in
the computational resources needed in each dimension with main-
tained fidelity in the predicted results. It should be noted however
that the method is not a substitute for turbulence models based on
wall functions, owing to the limited validity of the near-wall cor-
rections used.
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Nomenclature

Cp 5 Specific heat
C 5 Various constants
h 5 Step-height
H 5 Channel height

Nu 5 Nusselt number,qn/Pr(Tw2Tbulk)
p 5 Static pressure

Pr 5 Prandtl number
q 5 Heat flux

Re 5 Reynolds number,UH/n
Rt 5 Turbulent Reynolds number,k/(vn)

Ret 5 ut based Reynolds number,yut /n
T 5 Temperature

Ui 5 Velocity
ui8uj8 5 Reynolds stresses

ut 5 Friction velocity,Atw /r
y 5 Wall normal distance

Greek Symbols

« 5 Dissipation rate
k 5 Van Karman constant
n 5 Kinematic viscosity
m 5 Dynamic viscosity
r 5 Density

Table 3 Re-attachment point, rib-roughened channel. Present
model compared with experiment †34‡ and kÀv BSL model †1‡.

Mesh Experiment k2v BSL 1003120 1003120 50360 50355

y1
1 - 0.2 0.2 1.0 4.0 10

xr /e 4→4.25 4.1 4.1 4.2 4.2 5.7

Fig. 10 Nusselt number, rib-roughened channel
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v 5 Specific dissipation rate
sk ,sv 5 Turbulence model coefficients

t 5 Time
t 5 Shear stress

Subscripts

1 5 First interior node
t 5 Turbulent quantity

T 5 Thermal quantity
w 5 Wall value
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@30# K. Hanjalić, 2002, Near-wall behavior of« and v. Private Communication,
Dept. of Thermo and Fluid Dynamics, Chalmers University of Technology,
Gothenburg.

@31# Huang, P. G., and Bradshaw, P., 1995, Law of the Wall for Turbulent Flows in
Pressure Gradients. AIAA J.,33, 624–632.

@32# Abe, K., Kondoh, T., and Nagano, Y., 1994, A New Turbulence Model for
Predicting Fluid Flow and Heat Transfer in Separating and Reattaching
Flows-I. Flow Field Calculations. Int. J. Heat Mass Transfer,37, 139–151.

@33# Le, H., Moin, P., and Kim, J., 1997, Direct Numerical Simulation of Turbulent
Flow Over a Backward-facing Step. J. Fluid Mech.,330, 349–374.

@34# Rau, G., Cakan, M., Moeller, D., and Arts, T., 1998, The Effect of Periodic
Ribs on the Local Aerodynamic and Heat Transfer Performance of a Straight
Cooling Channel. J. Turbomach.,120, 368–375.

@35# L. Davidson, and B. Farhanieh, 1995, CALC-BFC. Report 95/11, Dept. of
Thermo and Fluid Dynamics, Chalmers University of Technology, Gothen-
burg.

@36# van Leer, B., 1974, Towards the Ultimate Conservative Difference Monotonic-
ity and Conservation Combined in a Second-order Scheme. J. Comput. Phys.,
14, 361–370.

@37# Rhie, C. M., and Chow, W. L., 1983, Numerical Study of the Turbulent Flow
Past an Airfoil with Trailing Edge Separation. AIAA J.,21, 1525–1532.

@38# W. B. George, 2001, Lecture notes, Turbulence Theory. Report, Dept. Thermo
and Fluid Dynamics, Chalmers University of Technology, Gothenburg.

@39# Dittus, F. W., and Boelter, L. M. K., 1930, Heat Transfer in Automobile Ra-
diators of the Tubular Type. Univ. Calif. Publ. Eng.,2, 443–461.

@40# W. H. McAdams, 1942,Heat Transmission. McGraw-Hill, New York, 2nd
edition.

Journal of Fluids Engineering JANUARY 2004, Vol. 126 Õ 21

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



P. K. Panigrahi

S. Acharya

Department of Mechanical Engineering,
Louisiana State University,

Baton Rouge, LA 70803

Multi-Modal Forcing of the
Turbulent Separated Shear Flow
Past a Rib
Experiments have been conducted to study the development of flow behind a surface
mounted rib under different phase controlled excitation. Single mode excitation and multi-
mode excitation with different relative phases are studied. The results presented include
the coherent and random components of the turbulent energy and shear stresses, the
energy exchange with the mean flow and between the modes, and the phase decorrelation
of the coherent components. The fundamental-subharmonic excitation does not provide
any significant improvements in the shear layer growth over the fundamental excitation.
The shear layer growth correlates with the subharmonic mode development. The large
scale structures are significant even after the reattachment region as evident from the
magnitude of the coherent components of the turbulent energy and the shear stress. The
binary exchange terms are significant in the near-field region whose sign is phase depen-
dent, i.e., it reverses its sign based on the phase difference between the fundamental and
1st subharmonic mode. The location of the fundamental and subharmonic peaks are
different from the peak location of their respective energy exchange with the mean flow;
this is attributed to the significance of the binary energy exchange between the fundamen-
tal and the subharmonic mode in this region. The excitation regularizes the flow leading
to low phase jitter in the near field region. The origin and development of phase decor-
relation is attributed primarily to the subharmonic instability.@DOI: 10.1115/1.1637634#

1 Introduction
It is a well known fact that coherent, vortical structures play a

dominant role in the development of shear layers such as plane
mixing layers, jets, and reattaching shear layers. The growth, evo-
lution, and interaction between these vortical structures is prima-
rily responsible for the near-field development of the shear layer.
The most extensively studied shear layer is that of a plane mixing
layer past a splitter plate. Ho and Huang@1# observed that the
spreading rate of a mixing layer can be greatly manipulated by
low level forcing at the subharmonic of the most unstable fre-
quency, which was attributed to the merging of vortices. Yang and
Karlsson@2# studied the instability of a plane shear layer influ-
enced by the superposition of the fundamental frequency and its
first subharmonic frequency. For the two mode forcing, greater
shear layer growth was observed relative to the single-mode forc-
ing, and was attributed to the vortex merging mechanism. The
vortex merging termed as either ‘‘pairing’’ or ‘‘tearing’’ was ob-
served to be dependent on the phase difference between the two
modes.

Raman and Rice@3# studied the axisymmetric jet under con-
trolled perturbation with fundamental and subharmonic tones and
observed that the two frequency excitation is more effective than
the single frequency excitation. Gordeyev and Thomas@4# inves-
tigated the temporal aspects of fundamental-subharmonic phase
locking of a jet shear layer excited using single-mode forcing and
dual-mode forcing. They characterized the temporal amplitude
and phase behavior of the subharmonic from application of the
wavelet transform and observed intermittentp-shifts in phase be-
tween two fixed values. This temporal phase behavior of the sub-
harmonic was considered to be responsible for intermittently dis-
rupting the phase lock with the fundamental.

The influence of shear layer excitation on the development and
evolution of coherent structures behind a backward facing step

has also been investigated by several investigators~Roos and
Kegelman@5#, Bhattacharjee et al.@6#, and Hasan@7#!. Bhatta-
charjee et al.@6# observed that the spreading rate can be increased
most effectively by forcing at a non-dimensional frequencySth
~based on step height and free stream velocity! between 0.2 and
0.4. Roos and Kegelman@5# observed sufficient reduction in the
reattachment length when forcing atSth greater than 0.25 due to
the completion of at least one stage of pairing prior to the reat-
tachment. Hasan@7# for a backward facing step, observed two
distinct modes of instability: the shear layer mode (Stu.0.012)
and the step mode (Sth.0.185). The above-noted studies dealing
with the effect of excitation on the development of reattaching
shear layer past a back-step are all limited to single frequency
studies.

In the present paper, the configuration of interest is that of a
ribbed duct flow characterized by a reattaching shear layer. This
flow configuration is different from that past a backward facing
step due to flow separation upstream of the rib. The effect of
single-mode and multi-mode excitation on the reattaching shear
layer past a surface-mounted rib has not yet been investigated, and
is the main objective of the present paper. In order to investigate
the periodic and nonperiodic aspects of the reattaching shear layer
evolution, the pattern recognition technique~Zhou et al. @8#,
Acharya and Panigrahi@9#! is applied to the velocity-time data for
presenting the coherent and random component of turbulent en-
ergy and shear stresses. In addition, the pattern recognition tech-
nique ~Acharya and Panigrahi@9#! and the method introduced by
Ho et al. @10# ~HZFB method! are applied to study the phase
decorrelation evolution. Detailed information regarding the modal
development, the energy exchanges of the mean flow with the odd
and even modes as well as binary energy exchange between the
modes are presented. The effect of excitation on the phase jitter or
phase decorrelation magnitude is also reported to show the zone
of influence within which the control signal is phase locked to the
vortex shedding or vortex merging.
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2 Description of the Experiment
The schematic of the experimental setup is shown in Figure 1.

Air is drawn into a rectangular channel of 0.3 m by 0.06 m cross
section through a 5.25 to 1 contraction section, honeycomb and
wire-mesh screens by a blower operating in the suction mode. The
Reynolds number based on the average velocity (Uav) and hy-
draulic diameter of the channel is set equal to 14,600. The free
stream turbulence at the exit of the contraction section measured
using a hot wire anemometer is equal to 0.4%. The ratio of the
channel width to rib height (h) is 47.2, which is larger than the
required aspect ratio~12! to minimize three-dimensional effects.
The blockage ratio due to the rib is 9.5%. At Re514600, the
boundary layer thickness in a smooth channel is 6 mm at the rib
location and the corresponding shape factor is equal to 1.42. The
rib is located near the entrance of the channel, i.e., about 18 rib
height from the exit of the contraction cone. The developing
boundary layer at the location where the rib is mounted compares
well with the law of the wall and therefore is turbulent in nature.

Hotwire anemometry and laser-Doppler velocimetry~LDV !
were both used for the velocity measurements. The two-channel
hot wire anemometer was operated in the constant temperature
mode with a 70% overheat ratio. The anemometer output was
connected to a Keithley Metrabyte data acquisition card~DAS-16!
through a screw terminal accessory board~STA-16!. The Streamer
package supplied by Keithley Metrabyte was used to enable direct
storage of data from the DAS-16 board to the hard disk of the
computer. The X-wire was calibrated using a Model 1125 calibra-
tor supplied by TSI. The calibration accuracy was confirmed by
comparing the hot wire data with the LDV data and the measured
mean velocities with the two different techniques were within 1%.
The hot wire data acquisition sampling rate was 4160 Hz/channel
and the total number of samples recorded per channel was 16,384.
The voltage input to the loud speaker was simultaneously col-
lected with the two channel output from the X-wire. Thus, the
total number of samples for a single point measurement was 48K.

The laser-Doppler velocimetry measurements were performed
using a two-color DANTEC fiber-optic system. The Argon-Ion
laser beam was split into a pair of 488 nm~blue! and 514.5 nm
~green! wavelength beams using a color separator and a beam
splitter. One beam from each of the two pairs was shifted by 40
MHz using a Bragg cell to eliminate the directional ambiguity in
velocity measurements. A 400 mm focal length lens focused the
resulting pair of beams to a measurement volume of less than 0.2
mm waist diameter. The flow was seeded with an aerosol mist,
obtained by heating a fog fluid supplied by Rosco Inc. Backscat-
tered light was collected by photomultiplier tubes and processed
using the PDA signal processor and SIZEware software supplied
by Dantec. The sampling rate of the LDV signal was varied de-
pending on the rate of supply and diameter of the seeding particle
and was within the range of 100 Hz to 2000 Hz. For the LDV
measurements, the total number of filtered samples with high sig-
nal to noise ratio per point was 10,000 or greater. The reattach-
ment length was determined by measuring the velocity at a loca-
tion close to the bottom wall~2 mm away from the surface! at
various streamwise locations (X/h). The location where the ve-
locity changed sign from negative to positive was termed as the
reattachment point. From the LDV measurements, it was observed
that the reversed flow intermittency~fraction of time for which the
flow is negative! is zero for the transverse location whereU/Umax
is greater than 0.65. Therefore, the hot wire measurements were
made at or above the transverse location whereU/Umax50.65.
The Reynolds stresses and the shear layer growth measurements
have been acquired using both hot wire anemometry and laser-
Doppler velocimetry. The maximum differences in their peak
magnitude were observed to be within 5% and this paper has
reported these measurements from the hot wire data. The coherent
contribution of the total turbulent energy, modal energy exchange,
binary energy exchange and phase jitter results reported in this
paper have been calculated from the hot wire measurements. The
reattachment length has been measured using laser Doppler ve-
locimetry.

For flow excitation, a loudspeaker was used in an arrangement
similar to that of Fiedler and Mensing@11# in their study of plane
turbulent shear layer excitation~see Fig. 2!. Excitation using a
loudspeaker was chosen because the arrangement is simple and a

Fig. 1 Schematic of the experimental setup „top … and coordi-
nate system of the rib „bottom …

Fig. 2 Schematic of the flow excitation arrangement
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repeatable range of amplitude and frequency can be obtained. The
two channel PCI-312 signal generator from PC Instruments pro-
vided the required type of signal~single mode or two modes at
different phase differences! to the loudspeaker through a power
amplifier from Velodyne Acoustics~Model OLD-12-N!. The loud-
speaker was connected to a rectangular cavity of dimension
0.5969 m30.3048 m30.0222 m. The cavity was padded with
styrofoam to minimize the effect from multiple reflection of
acoustic waves inside the cavity. The acoustic beam enters
through a 4.76 mm wide slot located at about 9h upstream of the
rib.

2.1 Forcing Criteria. It is expected that both the forcing
frequency and the forcing amplitude would play an equally im-
portant role in the modification of the large scale structures. The
fundamental frequency of 52 Hz is observed to be the dominant
frequency~see Fig. 2! in the near field of the rib and has been
selected for single mode fundamental excitation. The subharmonic
~26 Hz! manifests at a later stage in the downstream direction.
Phase difference between the fundamental and subharmonic is
expected to play a crucial role in the shear layer development and
therefore, for the fundamental-subharmonic excitation, phase dif-
ferences of 0°, 90°, 180°, and 270° have been used. The phase
angle here is defined as the difference between twice the phase
angle of the subharmonic wave and phase angle of the fundamen-
tal wave.

The forcing level is defined here as the ratio between the root-
mean-square~rms! velocity of the large scale fluctuations due to
the excitation and the average velocity measured at the down-
stream edge of the rib at aY/h equal to 2.0. This location repre-
sents the external free stream at the downstream edge of the rib.
Different forcing levels were obtained by adjusting the voltage
input to the power amplifier of the loud speaker. For a desired
amplitude and phase difference, the input to the function generator
depends on the frequency response of the loud speaker chamber.
Hence, initial calibration of the loud speaker was performed by
plotting and curve fitting the forcing level versus the voltage sup-
plied from the function generator. This helped in the selection of
the correct input from the function generator to the power ampli-
fier for a particular forcing frequency and forcing level. To select
the forcing level for this study, the momentum thickness atX/h
58 was examined at different forcing level. It was observed that
the rate of increase in momentum thickness reduces significantly
after the forcing level reaches 2%. Therefore, the 2% forcing level
is considered as the optimum forcing level and the flow is excited
at 2% forcing level in this study. For the two frequency forcing,
the forcing level for each mode was selected to be equal to 1%,
such that the total forcing level was 2%.

2.2 Uncertainty. The uncertainty in the measurements were
obtained using the method described by Moffat@12#. The uncer-
tainty in momentum thickness is calculated to be 7.1%. The Strou-
hal number based on momentum thickness has an uncertainty of
about 8.0%. Uncertainty of the most amplified frequency is esti-
mated to be the spectral resolution of the power spectrum~recip-
rocal of signal observation time in second!, i.e., about 1.0 Hz.
From the repeated measurements of the reattachment length, the
uncertainty in reattachment length is observed to be 4.0%. The
maximum uncertainty of the Reynolds stresses (urms

2 ,v rms
2 ,u8v8)

from repeated measurements is estimated to be 4.5%. The uncer-
tainty of Y0.7, Y0.9, i.e., theY-location at whichU/Umax50.7 and
0.9, respectively is estimated from the uncertainty of velocity
measurements to be equal to 2.1%. The uncertainty of the shear
layer growth parameter ((Y0.92Y0.7)/h) is equal to 3.0%. The
uncertainty of the coherent component of Reynolds stresses (uf

2

and ufv f) is equal to 5.6%, which has been estimated as the
combination of uncertainty in the Reynolds stress measurements
and the error in assumption of the coherent mode in the pattern
recognition approach. The uncertainty of energy exchange with
the mean flow is equal to 6.0% which has been estimated as the

combination of coherent shear stress and velocity gradient uncer-
tainty. The uncertainty of the binary energy exchange with the
mean flow from the combined uncertainty of coherent shear stress
and the gradient of the coherent velocity is equal to 6.4%. The
uncertainty of phase jitter from modified HZFB method is equal to
3.6%, which has been estimated as the combined effect of the
error in the estimation of the normalized time period and the error
due to log-normal curve fitting. The uncertainty of the phase jitter
from the pattern recognition approach is equal to 3.3%, which has
been estimated as the combined effect of phase estimation error
and normal curve fitting error.

3 Data Analysis Procedure
In the following sections, the data analysis techniques for the

evaluation of the coherent structure magnitude and phase jitter
magnitude are discussed. For the coherent structure magnitude
calculation, the pattern recognition method~Zhou et al.@8# and
Acharya and Panigrahi@9#! has been used. For the phase jitter
magnitude calculation, the modified HZFB method~Acharya and
Panigrahi@13#! and the pattern recognition method~Acharya and
Panigrahi@9#! have been used.

3.1 Coherent Structure Magnitude. Both the random and
coherent eddies contribute to the total velocity fluctuation of a
turbulent flow. The pattern recognition technique calculates these
individual contributions. The advantage of pattern recognition
technique over traditional ensemble average technique is that the
former is insensitive to phase jitter while the later is not. The
coherent velocity component is approximated to be the combined
contribution from several modes and to identify these dominant
modes, the power spectral density ofu-velocity at differentX/h
locations have been presented in Fig. 3. The fundamental and
subharmonics are observed to be the dominant modes. In addition,
the 3/2 fundamental may show up due to the nonlinear interaction
between the fundamental and its subharmonic. Similarly, the 5/2
fundamental may result due to the nonlinear interaction between
the 3/2 fundamental and the fundamental. The second~1/4 funda-
mental! and third subharmonic~1/8 fundamental! modes may re-
sult from vortex mergings, while the 1st harmonic~2 fundamental!

Fig. 3 The power spectrum of the streamwise u -velocity be-
hind the rib turbulator for the unexcited flow
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may appear from vortex breakup. Therefore, the coherent velocity
is assumed to be the combined contribution of the 5/2 fundamen-
tal, the 1st harmonic, the 3/2 fundamental, the fundamental, the
1st subharmonic, the 2nd subharmonic and the 3rd subharmonic.
Any contribution from frequency larger than the maximum fre-
quency ~here the 5/2 fundamental! is regarded as the random
small scale motion. The details on the evaluation of the individual
modes of the coherent component have been discussed in Acharya
and Panigrahi@9#. The total coherent structure amplitude is calcu-
lated by summing the amplitudes of all modes~5/2 fundamental,
1st harmonic, 3/2 fundamental, fundamental, 1st subharmonic, 2nd

subharmonic, and 3rd subharmonic!.

3.2 Phase Jitter Magnitude. Ho et al. @10# used a tech-
nique ~referred here as HZFB technique! to evaluate the phase
jitter magnitude of mixing layer. In this technique, the period of
the coherent structure passage is calculated from the fluctuating
velocity signal as the distance between the positively sloped zero
crossing points. These time periods of structure passages are then
used to construct a histogram of the normalized time periods. The
log-normal probability distribution is used to curve fit the histo-
gram. The standard deviation of the log normal distribution is
used as a measure of the phase jitter in the signal. Acharya and
Panigrahi@13# observed that the small scale structures can erro-
neously affect the coherent structure histogram and proposed a
simple modification of the HZFB method. This modified HZFB
method has been used for phase jitter calculation.

The pattern recognition technique~Acharya and Panigrahi@9#!
for coherent structure magnitude calculation has been used for
phase jitter determination. In this approach, the phase jitter
present in the large scale structure is assumed to be mainly from
the discrete large scale modes predominant in the fluctuating sig-
nal. For a single-frequency forcing, the jitter manifests in the forc-
ing wave frequency itself. For the two-mode forcing,~i.e., funda-
mental and 1st subharmonic! the phase jitter manifests in both
modes. A histogram is constructed from the whole population of
the phase angles and the standard deviation of the histogram is
calculated by fitting the histogram with a normal distribution us-
ing the least square method. The standard deviation of this distri-
bution is used as a quantitative measure of the phase jitter.

4 Results and Discussions
The results are discussed in the following sequence:~a! un-

forced flow,~b! modal energy development,~c! energy exchange
with the mean flow,~d! binary mode interactions, and~e! phase
decorrelation.

4.1 Unforced Flow. Figure 4 presents the streamwise ve-
locity spectra of the unforced flow at twoX/h locations; X/h
51.5 corresponding to a location downstream of the rib, and
X/h59 which is downstream of the reattachment point. AtX/h
51.5, the spectrum reveals the presence of a clear shear layer
instability at about 52 Hz~fundamental!. The spectrum is taken at
a Y/h location where this instability peak is the strongest, and the
background turbulence is relatively low. No other peaks are seen
in this spectrum indicating a relatively clean flow with low
freestream turbulence uncontaminated by other spurious frequen-
cies arising from the blower or the honeycombs. As the flow de-
velops, additional frequencies manifest themselves, and atX/h
59, the fundamental has diminished considerably in magnitude,
while the first and second subharmonic appear to have manifested
themselves.

Figure 4 shows the turbulence intensity in the streamwise and
cross-stream directions and the turbulent shear stress atX/h56
~close to reattachment! and atX/h59 and 11.5~downstream of
reattachment!. In all cases, the freestream values are quite low
(urms

2 /Uav
2 50.0003, turbulence intensity51.8%). The peak

streamwise turbulence intensity atX/h56, by comparison, is
nearly 30% (urms

2 /Uav
2 50.09). Thus clearly, the fluctuations in the

unperturbed freestream are relatively small~compared to the peak
turbulence levels in the shear layer!, they do not have any addi-
tional discrete frequency components, and are therefore not ex-
pected to significantly alter the natural dynamics of the coherent
structures in the flow. With forcing, the discrete forcing frequen-
cies introduced into the freestream are expected to interact with
the coherent structures, and the effect of this interaction is pre-
sented later.

With flow development, the intensity values drop off rapidly
betweenX/h56 and 9, with a nearly twofold decrease in the peak
value of urms

2 /Uav
2 and v rms

2 /Uav
2 . Thus, there is a fairly strong

recovery in the flow downstream of reattachment till aboutX/h
59, beyond which the recovery appears to be considerably re-
duced. The turbulent shear stresses also show the same behavior
with nearly a threefold reduction in the peak shear stresses be-
tweenX/h56 and 9.

4.2 Modal Energy Development. The large scale structures
are assumed to be composed of several instability waves~modes!
which propagate, interact with each other and amplify in the
downstream direction. The growth of the shear layer is best ex-
plained by the streamwise development of the fundamental and 1st

subharmonic modes~Ho and Huang@1#, Nikitopoulos and Liu
@14#!. In this section, we try to correlate the growth of the reat-
taching shear layer to the development of fundamental and sub-
harmonic modes.

The (Y0.92Y0.7)/h value plotted in Fig. 5 is used here as a
measure of the shear layer growth, whereY0.7 and Y0.9 are the
respectiveY locations corresponding toU/Umax50.7 and 0.9. The
slope of the plots in Fig. 5 may be assumed to represent the shear
layer growth rate. AtX/h511.5, the forced flow exhibits values of
((Y0.92Y0.7)/h) in excess of 0.9 while the corresponding values
for the unexcited flow are only about 0.6 indicating greater growth
of the excited flow. Both the unexcited and excited flow exhibit an
initial region of slow growth ~in the range of 0<X/h<1.5
22.5) followed by a region of nearly linear growth (X/h>1.5
22.5). To compare the growth rate for different excitation, the
shear layer growth ((Y0.92Y0.7)/h) is linear curve fitted in Fig. 6.
The excited flow exhibits higher growth rate (slope50.056
20.067) than the unexcited flow (slope50.038) and the funda-
mental excitation exhibits the maximum growth rate (slope
50.067) among all excitation. For the fundamental-subharmonic
excitation, the phase differenceDf590° exhibits higher growth
rate (slope50.063) in comparison to other phase differences i.e.
Df50°, 180°, and 270° (slope50.05620.058).

In Fig. 7, theY0.7 and Y0.9 locations and the corresponding
magnitude of fundamental and subharmonic mode are presented.
An upward rise or positive slope of theY0.7 and Y0.9 location
indicates that the shear layer is deflected in the upward direction,
i.e., away from the bottom channel surface. For both the unexcited
and excited flow, the upward deflection of the shear layer atY0.9
occurs till a laterX/h location in comparison toY0.7 location.
There is no appreciable change in theY0.9 variation of the excited
flow in comparison to that of the unexcited flow. The positive
slope ofY0.7 for the fundamentally excited flow is observed till
X/h.1 in comparison toX/h.3 for the unexcited flow indicat-
ing that the downward deflection of the fundamentally excited
shear layer begins about two rib heights earlier in comparison to
the unexcited flow. The reattachment length of the shear layer
~obtained based on LDV measurements! for the excited flow is
X/h54.0 compared to 5.5 for the natural unforced flow and this
drop in the reattachment length correlates with the earlier down-
ward deflection of the excited shear layer.

From the modal energy development at theY0.7 location for the
fundamental excitation~Fig. 8!, the fundamental wave is seen to
grow and attain a maximum value atX/h50.5 and then decreases
till X/h53. BeyondX/h53, the energy in the fundamental mode
is almost constant and the subharmonic shows a weak growth till
X/h53 after which it grows at a faster rate before saturation at
X/h.6. The maximum modal amplitudes atY0.7 is larger than
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that at Y0.9 location due to the larger velocity gradient at the
former location. AtY0.9, the maximum fundamental amplitude
takes place atX/h53 compared toX/h50.5 value for theY0.7
location and after that the fundamental magnitude drops tillX/h
55.0 where the subharmonic starts growing at a larger rate. Thus,
the growth of the subharmonic atY0.9 location is delayed relative
to the Y0.7 location ~note the different vertical scales in the two
plots!. For a mixing layer, Hajj et al.@15# observed that the sub-
harmonic mode grows at a faster rate after the saturation of the
fundamental and the saturation amplitude of the fundamental and
subharmonic have same order of magnitude. Similar to the mixing
layer, the subharmonic mode grows at a faster rate after the satu-
ration of the fundamental for bothY0.9 and Y0.7 locations. The
saturation magnitude of the subharmonic has same order of mag-
nitude as the fundamental forY0.9 location while forY0.7 location,
the saturation amplitude of the subharmonic is smaller than that of
the fundamental.

In fundamental-subharmonic excitation, the subharmonic mode
is a stronger function of phase difference~Df! in comparison to
the fundamental mode. The maximum subharmonic mode magni-
tude atY0.7 is highest forDf590° and lowest forDf5270°.
Similarly, the shear layer growth is highest forDf590° in com-
parison to that forDf5270° indicating some kind of correlation

Fig. 5 The streamwise shear layer growth „„Y0.9ÀY0.7…Õh … with
its linear curve fit for the unexcited and excited flow

Fig. 4 The normalized streamwise fluctuation
„top …, normalized cross-stream fluctuation
„middle …, and normalized shear stress „bottom …

profiles for the unexcited flow
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between the subharmonic mode and the shear layer growth. The
subharmonic has one peak in the near field due to the natural
amplification and has a second peak in the far field possibly due to
random pairing. It may be mentioned that for a backward facing
step, Eaton and Johnston@16# observed a drop in Strouhal number
value by about 50% at around the reattachment region suggesting
the importance of subharmonic after reattachment. Our present
observation also support the importance of the subharmonic after
reattachment for a shear layer behind the surface mounted rib.

To supplement the above observations, Fig. 9 shows the devel-
opment of theU rms, Vrms, u8v8 and their coherent and random
components for the fundamentally excited flow. Both theU rms and
Vrms increase withX/h, but reach their peak values at different
X/h locations. AtY0.7, theU rms peaks just downstream of the rib,
then decays to a minimum atX/h.2. At this location,Vrms peaks
followed by a decay. Along with the decay inVrms there is an
increase inU rms which again peaks at aX/h location of about
eight. A similar behavior is observed forY0.9 except that the first
U rms peak occurs further downstream. The growth of the forcing
frequency~the fundamental! at Y0.7 andY0.9 occurs at a different
rate in the streamwise direction. TheX/h location at which the
saturation of the fundamental takes place is earlier (X/h.0.5) for
Y0.7 location in comparison to theX/h.2.5 forY0.9 location. This
may be due to the larger mean strain atY0.7 location, which leads
to a larger growth rate resulting in earlier saturation. After the
completion of fundamental growth, the subharmonic growth rate
increases and is the primary contributor to the total coherent tur-
bulent kinetic energy. The random scale motions are small even
after reattachment. The coherent and random Reynolds stress at
Y0.7 andY0.9 locations plotted in Fig. 5 indicate that most of the
Reynolds stresses are due to the large scale structures. Similar to
the coherent energy in the streamwise fluctuation~see Fig. 5!, the
coherent Reynolds stress atY0.7 takes place at an earlierX/h
location than that forY0.9.

4.3 Energy Exchange With the Mean Flow. In the previ-
ous section, the coherent component of turbulent energy was
shown to be the dominant contributor to the total energy in the
shear layer. In this section, the energy exchange of different

modes with the mean motion, i.e., the production of the modal
energy is discussed. The energy exchange of different modes with
the mean flow is calculated from using

2unvn

dU

dY
(1)

where ‘‘n’’ represents the index of predominant modes present in
the flow. A positive value of the energy exchange term indicates
the transfer of energy from the mean motions.

The modal energy exchange with the mean flow for the funda-
mental excitation and the fundamental-subharmonic excitation are
shown in Fig. 8. For the fundamental excitation, the energy ex-
change of the subharmonic with the mean flow grows after the

Fig. 6 The development of Y0.7 and Y0.9 locations and corre-
sponding modal „fundamental and subharmonic … magnitude
for the unexcited and excited flow

Fig. 7 The development of turbulent energy „both stream-wise
and cross-stream … „top …, coherent energy and its constituent
modes „middle …, and coherent and random shear stress „bot-
tom … for the fundamental excitation, at Y0.7 and Y0.9 location
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energy exchange with the fundamental reaches its maximum value
at X/h.1.6. The saturation of the fundamental mode takes place
at an earlier (X/h.0.6) location ~Fig. 5! than the (X/h.1.6)
location at which the mean flow energy exchange with the funda-
mental reaches its maximum value~Fig. 5!. This indicates the
possible importance of binary energy exchange which has been
presented in the following section.

For fundamental-subharmonic excitation, the energy transfer
from the mean flow to both the subharmonic and the fundamental
frequencies is equally important in the near field region (X/h
,4) ~see Fig. 5!. The energy exchange with the fundamental
peaks first atX/h.2 and that for the subharmonic occurs later at
X/h.4. The maximum magnitude of the subharmonic energy ex-
change with the mean flow is larger than that of the fundamental
for Df50° and 90°. The maximum magnitude of the fundamen-
tal and subharmonic energy exchange are equal to each other for
Df5180° and the maximum magnitude of the subharmonic en-
ergy exchange with the mean flow is lower than that of the fun-
damental forDf5270°. The maximum fundamental and subhar-
monic magnitude in Fig. 5 correlates with the magnitude of
energy exchange in Fig. 5. However, the subharmonic energy ex-
change with the mean flow and the subharmonic mode do not
correlate with each other in the far field indicating the possible
role played by other mechanisms, i.e., convection and diffusion.

For all the two-mode excitation cases, the mean-fundamental
energy exchange increases rapidly in the near field region reach-
ing a peak atX/h.2, and decays monotonically downstream. The
fundamental energy levels shown in Figs. 5 show a similar trend.
The energy exchange of the subharmonic with the mean flow
occurs more gradually with a flat peak atX/h.4 and is observed
to be more sensitive to the phase difference. Rajaee and Karlsson
@17# for a mixing layer, observed that the energy exchange of the
subharmonic with the mean flow is negligible for the tearing type
of vortex merging, and substantial for the pairing type of vortex
merging. Gordeyev and Thomas@4# in their bimodal forcing ex-
periments of jet shear layer, observed that the subharmonic ampli-
tude remains virtually constant for a broad range of phase differ-
ence, i.e., mostDf favors vortex pairing. For a limited range of
Df, the subharmonic amplitude decreases~around 260° in their
experiment!. From Fig. 5, the subharmonic production is observed
to have the lowest magnitude forDf5270°. It should be recalled
here that among all the fundamental-subharmonic excitation cases
studied here, theDf5270° case had the minimum mixing en-
hancement, possibly due to the relatively small subharmonic pro-
duction ~see Fig. 5!.

4.4 Binary-Mode Interactions. The evolution of two wave
interactions is expected to explain the dominant physical mecha-
nism in the growth and decay of the fundamental and subhar-
monic disturbances and the significance of initial conditions and
phase angle. The mode interaction term, i.e., the rate of energy
transfer from the fundamental to the subharmonic is given by
~Nikitopoulos and Liu@14#!:

2ui
ouj

o
dui

e

dxj
(2)

where, the superscript ‘‘o’’ stands for the subharmonic mode and
‘‘ e’’ stands for the fundamental mode. This energy interaction
term represents the work done by the Reynolds stress of the sub-
harmonic mode with the strain field of the fundamental modes.
The estimation of spatial derivatives (dui

e/dxj ) of the fundamen-
tal mode is only possible when the instantaneous spatial fluctua-
tion can be measured with the help of large array of probes. In this
work, the spatial derivatives of the even mode are calculated as-
suming the validity of Taylors hypothesis. Thus, the binary mode
energy exchange is calculated from:

2ui
ouj

oS dui
e

Vdt
1

duj
e

Udt D (3)

The validity of Taylors hypothesis is justified as follows. Anto-
nia and Luxton@18# investigated the structure of boundary layer
which forms downstream of a sudden change from smooth to

Fig. 8 The modal energy exchange with the mean flow at Y0.7
location for the excited flow

Fig. 9 The binary energy exchange between the fundamental
and subharmonic mode at Y0.7 location for the fundamental-
subharmonic excitation
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rough surface by mounting roughness elements of 1/8 inch square
cross section with a pitch of 1/2 inch. They obtained the longitu-
dinal length scale by using autocorrelation and two-point space
time correlation measurements. The length scales obtained from
the two techniques were in good agreement with each other. Tay-

lors hypothesis assumes that the correlationu(t8)u(t82t) ~where
= represents averaging with respect tot8) must be identical to
u(z)u(z2x) ~where, represents averaging with respect toz!.
The comparable length scale results obtained from autocorrelation
and space time correlation indicated the validity of Taylors hy-
pothesis even in a region where mean velocity gradient and tur-
bulence intensities are high. Antoniou and Bergeles@19# assumed
the validity of Taylors hypothesis and presented the length scale
obtained from autocorrelation measurement behind surface-
mounted prism of varying length cross section and compared with
the integral length scale results obtained by Antonia and Luxton
@18#. The agreement between the length scales obtained for differ-
ent size of surface roughness from separate measurements indicate
the general validity of Taylors hypothesis in these geometries.
Therefore, in the present case, the general validity of Taylors hy-
pothesis is assumed.

The subharmonic-fundamental energy exchange for the
fundamental-subharmonic excitation at different phase differences
is plotted in Fig. 5. The positive sign of the energy exchange
terms indicate the transfer of energy from the fundamental to the
subharmonic while the negative sign indicates the loss of energy
to the fundamental. The effectiveness of the phase angle differ-
ence can be observed in the near field of the separated shear layer
region (X/h<3), while away from the separated region (X/h
.3), the binary exchange of the coherent modes is small and no
effect of phase difference can be ascertained. The importance of
the binary exchange term in the near field region indicates the
importance of the nonlinear interaction close to the downstream
edge of the rib. The small values of the binary exchange terms in
the far field may be attributed to the phase decorrelation in the
near reattachment region. This will be made clear in the following
section describing the results of phase decorrelation.

The mode interaction term is mostly positive forDf equal to
90° and 180°, and negative for 0° and 270°. This behavior is
consistent with the mode interaction integral behavior of a mixing
layer ~Nikitopoulos and Liu@14#!, where, it was noted that the
sign of the intermodal energy terms was phase dependent i.e. it
reverses its sign based on the phase difference. Comparing Fig. 5
with Fig. 5, it may be observed that in the near field region, the
binary energy exchange and the energy exchange with the mean
flow are equally dominant. Thus, the net amplification rate and
modal energy development is not primarily dependent upon the
production from the mean flow only but also on the binary ex-
change terms. From Fig. 5 it is observed for the fundamental-
subharmonic excitation that the 1st peak of the subharmonic mode
takes place at aboutX/h51.6. However, Fig. 5 shows that the
maximum energy exchange of the subharmonic with the mean
flow takes place at a later location (X/h.3.6). The binary ex-
change terms in Fig. 5 peak at aboutX/h50.6. Thus, the shift in
peak of the subharmonic mode to an earlier location in compari-
son to the peak of the energy exchange with the mean flow may be
attributed to the importance of the binary exchange terms. For the
Df5180° case, the binary energy exchange term shown in Fig. 5
is positive, and correspondingly the subharmonic mode show the
highest amplification in Fig. 5. Similarly, for theDf5270° case,
the binary energy exchange term is negative in Fig. 5 and the
subharmonic mode has minimum growth. This is directly related
to the transfer of energy from the subharmonic to the fundamental,
since both modes draw energy from the mean.

4.5 Phase Decorrelation. In the mixing layer studies, it has
been observed that the spreading rate changes due to forcing in
the region where the flow is locked to the forcing signal~see Ho
et al.@10#!. Forcing loses its influence when the flow is not locked

to the forcing signal. Subharmonic forcing is effective in increas-
ing the zone of influence. This zone of influence or region of
phase locking can be represented by showing the evolution of
phase jitter. The evolution of phase jitter in a reattaching shear
layer undergoing both single frequency and two frequency excita-
tion are discussed in this section.

The effect of fundamental and fundamental-subharmonic exci-
tation (Df50°, 90°, 180° and 270°) on phase jitter evolution at
Y0.7 location is presented in Fig. 10. The phase jitter values of the
unforced reattaching shear layer are larger than that of the un-
forced mixing layer, presented by Ho et al.@10# indicating weaker
coherence of the former than the later. The maximum value of
phase jitter.0.53 observed in the far field (X/h.5) of the reat-
taching shear layer is greater than phase jitter.0.38 observed in a
free shear layer~Ho et al.@10#!. There is a drop in the phase jitter
magnitude due to excitation in the near field region indicating
greater coherence. When forced at the fundamental, the phase
jitter in the near field region of the reattaching shear layer and free
shear layer ~Ho et al. @10#! are comparable in magnitude
(.0.05).

The complete phase decorrelation takes place earlier (X/h
.2.5) for the fundamental excitation in comparison to the
fundamental-subharmonic excitation (X/h.3.5). The fast subhar-
monic growth at an earlierX/h location for the fundamental ex-
citation than the fundamental-subharmonic excitation in Fig. 5
indicates a possible correlation between the phase jitter and the
subharmonic. For the fundamental-subharmonic excitation, the
significant increase in phase jitter takes place atX/h.3.5 in Fig.
5 at about same location where the subharmonic mode has steep
growth in Fig. 11. In the near field region (X/h<2.5), the phase
jitter magnitude of the fundamental excitation is lower than that of
the fundamental-subharmonic excitation (Df50°, 90°, and
180°) in Fig. 5; which correlates to the corresponding lower sub-
harmonic magnitude for the fundamental excitation in comparison
to the fundamental-subharmonic excitation in Fig. 5. The phase
jitter magnitude of the fundamental excitation and fundamental-

Fig. 10 The development of phase jitter from modified HZFB
method at Y0.7 location for the unexcited and excited flow
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subharmonic excitation (Df5270°) are comparable atX/h
<1.5 region in Fig. 5 as they have similar subharmonic magni-
tude in Fig. 5. Therefore, it may be construed that the phase jitter
and the subharmonic mode development are correlated.

To better illustrate the role of subharmonic mode on phase jitter
magnitude, the phase jitter evolution of fundamental and subhar-
monic mode using pattern recognition approach have been pre-
sented in Fig. 5 for the fundamental-subharmonic excitation
(Df590°). The complete phase decorrelation of the fundamental
mode occurs earlier (X/h.2.0) than that of the subharmonic
(X/h53.5). The phase jitter magnitude of the subharmonic fre-
quency is consistently higher than that of the fundamental fre-
quency indicating that the subharmonic mode is the primary cause
of phase jitter in a reattaching layer. Comparing with the Fig. 5, it
is observed that the effect of phase difference on the binary energy
exchange terms is significant in the region of strong phase corre-
lation or coupling between the fundamental and subharmonic
modes. There is negligible coherent energy exchange in the region
of complete phase decorrelation between the two modes. The ran-
dom turbulent fluctuations shown in Fig. 5 being negligible in
magnitude, the importance of small scales on the origin of phase
decorrelation is ruled out. Ho et al.@10# for a mixing layer also
concluded that the phase decorrelation is a two dimensional phe-
nomenon and the three dimensional effects such as small scale
transition is not the primary cause of phase decorrelation. In a jet
shear layer, Gordeyev and Thomas@4# observed intermittentp
shift in subharmonic phase between two fixed phase values. They
attributed this phase behavior of the subharmonic mode to the
disruption of phase lock with the fundamental. Thus, our observa-
tion about the crucial role of subharmonic instability on phase

decorrelation is supported by the results from Gordeyev and Tho-
mas@4# for a jet shear layer case. However, no intermittentp shift
in subharmonic phase is observed in this work. This may be due to
the difference in geometry of study between the two investigations
and the reattaching shear layer investigated in the present work is
strongly influenced by the recirculating region and is turbulent in
nature as opposed to the laminar nature of the jet shear layer.

5 Summary
The effect of the single~fundamental! and two frequency~fun-

damental and subharmonic! excitation on the development of the
reattaching shear layer past a surface mounted rib has been stud-
ied in this paper. Phase differences of 0°, 90°, 180°, and 270°
between the fundamental and subharmonic have been considered.
The modal energy development, energy exchange with the mean
flow, binary energy exchange and the phase decorrelation behav-
ior are discussed. The main findings from this work can be sum-
marized as follows:

• The large scale motions are significant even after reattach-
ment, which is evident from the magnitude of coherent component
of turbulent energy and the coherent component of the turbulent
shear stress.

• For the fundamental excitation, the subharmonic mode grows
after the saturation of the fundamental and for the subharmonic-
fundamental excitation, the subharmonic and fundamental modes
grow into one peak in the near field at about sameX/h location
and subsequently the subharmonic mode grows again after reat-
tachment.

• The binary energy exchange is significant in the near field
and its sign is phase dependent i.e. it reverses its sign based on the
phase difference. The significant value of the binary exchange
terms in the near field region is responsible for the location of the
fundamental and subharmonic peaks being different from their
respective peaks of energy exchange with the mean flow.

• Excitation improves the coherence with low value of phase
jitter in the near field region leading to complete phase decorrela-
tion in the far field region (X/h.3).

• From the phase jitter evolution of the fundamental and sub-
harmonic mode, the origin of phase decorrelation is attributed to
the subharmonic instability.

• The fundamental-subharmonic excitation does not offer sig-
nificant improvement on the zone of influence compared to the
fundamental excitation.
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Compressibility Effects on the
Extended Crocco Relation and the
Thermal Recovery Factor in
Laminar Boundary Layer Flow
The relation between velocity and enthalpy in steady boundary layer flow is known as the
Crocco relation. It describes that for an adiabatic wall the total enthalpy remains constant
throughout the boundary layer, when the Prandtl number (Pr) is one, irrespective of
pressure gradient and compressibility. A generalization of the Crocco relation for Pr near
one is obtained from a perturbation approach. In the case of constant-property flow an
analytic expression is found, representing a first-order extension of the standard Crocco
relation and confirming the asymptotic validity of the square-root dependence of the
recovery factor on Prandtl number. The particular subject of the present study is the effect
of compressibility on the extended Crocco relation and, hence, on the thermal recovery in
laminar flows. A perturbation analysis for constant Pr reveals two additional mechanisms
of compressibility effects in the extended Crocco relation, which are related to the viscos-
ity law and to the pressure gradient. Numerical solutions for (quasi-)self-similar as well
as non-similar boundary layers are presented to evaluate these effects quantitatively.
@DOI: 10.1115/1.1637626#

1 Introduction

1.1 The Crocco Relation. The similarity which exists be-
tween the diffusive transport of momentum and heat in a bound-
ary layer flow establishes a close link between the local values of
flow velocity and enthalpy. This relation is usually reffered to as
the Crocco-~Busemann! relation. Its derivation can be found in
several standard text books covering the topic of high-speed vis-
cous flow, like@1–5#, and states, in essence, that for steady lami-
nar boundary layer flow the enthalpy~h! can be expressed as a
function of the velocity~u, in case of two-dimensional flow!, for
any viscosity functionm(T). It is strictly valid when the Prandtl
numberPr51 and with either an adiabatic wall~zero heat trans-
fer!, or zero pressure gradient. For two-dimensional flow and an
adiabatic wall, which are the conditions considered here, the
Crocco relation reduces to:

h5he1
1

2
~ue

22u2! (1)

where a subscripte refers to the conditions in the external stream.
Hence, the Crocco relation reveals that forPr51 and in the ab-
sence of heat transfer at the wall, the total enthalpyH5h
1(1/2)u2 is constant across the boundary layer. Accordingly, the
~wall! recovery factorr is equal to one, wherer is defined as:

r 5
haw2he

1

2
ue

2

(2)

with haw the adiabatic wall enthalpy, which is equal in this case to
He , the constant total enthalpy of the inviscid freestream. This
result visualizes the concept of ‘‘recovery’’ as the conversion of
meanflow kinetic energy into thermal energy in the decelerated
viscous flow. In the case of the recovery factor being one, a per-
fect energy conversion hence takes place.

The powerful concept of the Crocco relation is that, given the
restrictions mentioned, it has a further general validity, in that it
applies also under three-dimensional and compressible flow con-
ditions. The Crocco relation may be further valid for turbulent
flow as well, provided that in addition the turbulent Prandtl num-
ber is one@3,4#. The case of turbulent flow, however, is outside the
scope of the present discussion@1#.

1.2 The Extended Crocco Relation forPrÅ1. For arbi-
trary Prandtl number, the effect ofPr is commonly incorporated
by applying a direct generalization of Eq.~1!, which corresponds
to the assumption that a constant recovery factorr can be applied
throughout the entire viscous layer, implying:

h5he1r
1

2
~ue

22u2! (3)

H5He1~r 21!
1

2
~ue

22u2!. (4)

The above result is exact for~compressible! Couette flow with
constantPr, see e.g.,@6#, in which case the convective derivatives
are zero. The recovery factorr is then equal to the Prandtl number
Pr.

For boundary layer flows this ‘‘generalized Crocco relation’’
has no exact validity, and is obtained only in an approximate sense
@7#. In this approach the value ofr is based on the thermal recov-
ery at the wall, derived from theoretical studies of self-similar
boundary layer solutions in constant-property flow to be approxi-
mately r 5Pr1/2, also in pressure gradient@8–10,5#, while being
valid with good approximation for compressible flow in zero pres-
sure gradient as well@11,12#.

A serious objection to this modification of the Crocco relation
in boundary layer flows, however, is that the resulting enthalpy
distribution violates the conservation of energy. According to this
principle, the reduction of the total enthalpy near the wall due to
the incomplete heat recovery (r ,1 for realistic gases wherePr
,1), must be balanced by a flow region whereH.He , see
@7,13#, an effect which is not reproduced by an expression like Eq.
~4!. The creation of nonuniformities in total enthalpy in a flow is
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also known as ‘‘energy separation’’@13#. Apart from the diffusive
effect considered here, unsteady pressure work may be a further
and powerful mechanism for this, but unsteady effects are not
considered here.

In an earlier paper@14#, a modified expression was derived for
the Crocco relation withPr different from one, which establishes
an asymptotically-complete first-order extension of the original
Crocco relation. Its derivation was based on a perturbation analy-
sis of self-similar solutions of the constant-property boundary
layer equations, but showed to be valid for nonsimilar flows as
well. The result of the analysis further confirmed the general
asymptotic validity of the approximationr 5Pr1/2.

1.3 Compressibility Effects on the Recovery Factor. In
the above mentioned study it was found, furthermore, that the
effect of compressibility on the extended Crocco relation was only
small in the case of zero pressure gradient flow. This result agrees
with other analytical and experimental findings on the laminar
recovery factor, as mentioned above, and which have led to the
common notion that ther 5Pr1/2 approximation possesses a simi-
lar validity in compressible flows as well. As suggested by a num-
ber of sources, the compressibility effect may then sufficiently be
described by taking only the temperature dependence ofPr into
account~‘‘the reference temperature method,’’ see@2–4#!. How-
ever, this effect is known to be only small in real gases and may
be of the same order as the viscous effect for larger Mach num-
bers, as shown by Van Driest@13#. Furthermore, this finding of
small compressibility effect may be only a fortuitous result, not
amendable to more general compressible flow situations, as the
flat-plate case on which it is based contains only a limited aspect
of compressibility, in that only thermal effects are present but no
pressure effects@15#.

Relatively little attention appears to have been given to the
systematic study of the pressure-gradient effect on the recovery
factor in compressible flow. In the investigation of Herwig~@15#,
see also@5#! the effect of compressibility on the boundary layer
was treated as a perturbation of incompressible~self-similar! so-
lutions, by allowing for variable properties~viscosity, conductiv-
ity, density and specific heat!. Equations were derived with which
the sensitivity of the~velocity and temperature! solution to prop-
erty variation can be assessed, as function of the Prandtl number
and the pressure-gradient parameterb. Numerical data were pro-
vided for a limited number of combinations ofPr and b. Al-
though quite general in its approach to the possible~independent!
variation of fluid properties, the scope of the study is limited to
small Mach numbers, while also the effect of pressure gradient on
recovery is not clearly revealed. As to the effect of compressibility
on recovery, only the flat-plate case is discussed explicitly, in
which it agrees with other studies in literature regarding the effect
of the variation of viscosity. The data provided in the paper further
allow only a limited assessment of the effect of pressure gradient,
as results are given only for a selected number of self-similar
solutions with positiveb. These results indicate that with increas-
ing Mach number there is an additional decrease of the recovery
factor, but that the effect is rather small.

An example of possible evidence of a noticeable effect of pres-
sure gradient on the recovery in compressible flow, on the other
hand, was discussed by White@3#. Results were given of numeri-
cal computations of the laminar boundary layer with a linearly
decreasing freestream Mach number, which can be seen as the
compressible extension of the Howarth boundary layer. An inter-
esting result in particular was that the recovery factor near sepa-
ration was reported to drop significantly, from the valuer 50.84
under incompressible conditions to a value ofr 50.51 for a refer-
ence freestream Mach number of 6. White explicitly attributes this
effect to the pressure gradient. His explanation, viz. that the vis-
cous dissipation at the wall is reduced near separation, however,
cannot be the reason as this would equally apply to~compressible!
flow with Pr51, for which the strict Crocco relation~1! still
applies. Moreover, viscous dissipation represents a direct transfer

of mechanical into thermal energy and is therefore in itself not
responsible for an incomplete recovery. Rather, it is the imbalance
between thermal and mechanical diffusion which occurs when
PrÞ1, which gives rise to variations in the total enthalpy@13#.

The present study addresses the effect of compressibility in a
systematic approach, based on the analysis of the transformed
equations for general~non-similar! boundary layer flow. To reveal
what are believed to be the basic mechanisms responsible for the
compressibility effect, the analysis allows for variable density,
conductivity and viscosity, while keeping the Prandtl number and
specific heat constant, a common assumption in non-hypersonic
flow applications. Apart from this limitation, the analytical ap-
proach is not restricted to small Mach numbers, in contrast to
Herwig’s study@15#, of which some results will be used to cor-
roborate findings of the present analysis. For comparison the
analysis of constant-property~‘‘incompressible’’! flow is included,
which reproduces the results for general, non-similar flow ob-
tained earlier@14#. In the case of compressible flow, two major
mechanisms are identified that may invalidate the incompressible
results, viz. the variation of fluid properties~density and viscosity!
themselves, and a direct Mach number effect through the pressure
gradient. Numerical computations of~quasi-! self-similar as well
as non-similar boundary-layer solutions are presented to evaluate
and illustrate the extent of these effects.

2 Governing Equations
The continuity, momentum and energy equations governing

steady two-dimensional laminar compressible boundary layer flow
with respect to a Cartesian coordinate frame (x,y), with (u,v) the
corresponding velocity components, are given by:
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wherep is the pressure,r the density andm the dynamic viscosity.
The external flow is adiabatic so that: dp/dx52reuedue /dx
5redhe /dx. Constant Prandtl number and specific heat is as-
sumed, and the fluid is considered to behave as a perfect gas with
enthalpyh5cpT andg the ratio of specific heats.

2.1 Compressibility Transformation. The equations are
subjected to a standard compressibility transformation, see e.g.,
@2# or @4#, with transformed coordinatesj(x) andh(x,y) defined
according to:
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5remeue ,
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ue

A2j
r (8)

Introducing the transformed stream functionf (j,h) defined by
f 8(h)5u/ue , and the enthalpy functiong(j,h)5h/he , the mo-
mentum and energy equations are given by:
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A prime denotes differentiation with respect toh. The Chapman-
Rubesin functionC and the pressure-gradient parameterb are
defined by:

C~j,h!5
mr

mere
, b~j!5

2j
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dj
(11)
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For the present study it is convenient and more appropriate to
replace the enthalpy functiong by an enthalpy recovery functionu
@5,15,14#:

u5
h2he

1

2
ue

2

(12)

It may be noted that the value ofu at the wall corresponds directly
to the recovery factorr. The momentum Eq.~9! and the energy
Eq. ~10! can now be written as:
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with b̃ expressing the pressure gradient in terms of the freestream
Mach numberMe :

b̃5
2j

Me

dMe

dj
5~11eM !b (15)

The boundary conditions at the~adiabatic! wall are: f 50, f 850
and u850, while near the external flow (h5`) f 851 andu50
apply. The scaled enthalpyg5h/he and total enthalpyG5H/He
relate tou as:

g511eMu (16)

G511aM~u1 f 8221! (17)

where eM5(1/2)ue
2/he5(1/2)(g21)/Me

2 and aM5(1/2)ue
2/He

5eM /(11eM), so thataM,1. Note thateM5aM50 for Me
50, and that as the Mach number increases to infinity,eM in-
creases indefinitely as well, whereasaM remains bounded. Re-
garding the above expressions, the same applies tog and G, re-
spectively, asu remainsO~1! for an adiabatic wall. Because of
this, the Mach number effect on the solution through the pressure
gradient, as expressed in either~9! or ~13!, is likely to be smaller
for the latter. Indeed, for a linear viscosity law and unity Prandtl
number~hence,C51 andG51), this form of thef-equation then
reduces exactly to the incompressible Falkner-Skan equation, cf.
@16#. This indicates thatb̃, rather thanb, is the proper choice for
the self-similarity pressure-gradient parameter for compressible
flow, in that similarity may be obtained~approximately! for a
constant value ofb̃, rather thanb.

2.2 Viscosity Law. As will be shown later on, the viscosity-
temperature relation is very important for the compressibility in-
fluence on the Crocco relation. For Sutherland’s viscosity lawC
can be evaluated as:

C5g1/2
11S̄

g1S̄
(18)

where:S̄5S/Te5(11eM)S/Tt , with Tt the total temperature in
the external flow andS5111 K for air. For a general viscosity
law, such as Sutherland’s, the solution is a function of bothMe
and Te , but when the viscosity is expressed as a power law,
m/me5(T/Te)

v, the direct effect ofTe vanishes:

C5gv215~11eMu~h!!v21. (19)

It is for this convenient reason that the power-law function is often
employed in analytical studies of the effect of varying properties.
It should be remembered, however, that the accuracy of this ex-
pression is only limited in describing the true viscosity behavior,
although an appropriately chosen value ofv may suffice as an

approximate description of the variation ofm over a limited tem-
perature range. Note furthermore from~19!, thatC increases with
T whenv.1 and decreases whenv,1.

2.3 Asymptotic Solution Approach. A perturbation ap-
proach is used to investigate the effect of Prandtl number on the
solution of the energy equation forPr different from unity, in
which the enthalpy function is expanded in an asymptotic series:

u~h!5u0~h!1eu1~h!1e2u2~h!1 . . . (20)

with respect to the perturbation parametere5Pr21. Substitution
of the series into the enthalpy equation and collecting equal pow-
ers of e then provides the equations which the subsequent terms
have to satisfy. For each functionu i the same boundary conditions
apply, viz.u i850 at h50 andu i50 for h→`.

The particular purpose of this analysis is to relate enthalpy di-
rectly to velocity, by finding expressions for the first two terms of
the asymptotic series foru in relation tof. This approach provides
a consistent asymptotic extension of the Crocco relation for
Prandtl number different from~but near! unity. The procedure will
first be applied in the next section to constant property flow, after
which the case of variable properties will be addressed.

3 Constant Property „Incompressible… Flow
In constant property flowr andm are taken constant soC51. A

necessary requirement for this assumption is that the Mach num-
ber becomes vanishingly small (Me→0). Hence,g5G51 and
b̃5b, so that Eqs.~13! and ~14! simplify to:

f-1 f f 91b~12 f 82!52jS f 8
] f 8

]j
2 f 9

] f

]j D (21)

u9

Pr
1 f u822b f 8u12 f 9252jS f 8

]u

]j
2u8

] f

]j D (22)

Applying the asymptotic solution approach in this case, yields the
following equations for the first two termsu0 and u1 of the ex-
pansion, Eq.~20!:

u091 f u0822b f 8u012 f 9252jS f 8
]u0

]j
2u08

] f

]j D (23)

u191 f u1822b f 8u12u0952jS f 8
]u1

]j
2u18

] f

]j D (24)

The equations for subsequent terms can be obtained in a recursive
way, as was shown in@14#. The zero-order solutionu0 is identical
to the solution forPr51, so in correspondence with the original
Crocco relation:

u0512 f 82 (25)

which can be verified by evaluating Eq.~23!. Substitutingu09
522 f 8 f 9 into Eq. ~24!, the first-order problem reads:

u191 f u1822b f 8u112~ f 8 f 9!852jS f 8
]u1

]j
2u18

] f

]j D (26)

The solution foru1 found in @14#:

u15
1

2
~12 f 82!2 f f 9 (27)

can be verified to satisfy Eq.~26! in general.

3.1 Interpretation in Dimensional Properties. Returning
to dimensional properties, and with substitution of the results that
were obtained foru0 andu1 , the Crocco relation and the recovery
factor are expressed explicitly up to first order ine as:

h5he1
1

2
~ue

22u2!1
e

2 S 1

2
~ue

22u2!2
c

r

]u

]yD1O~e2! (28)
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r 511
e

2
1O~e2! (29)

where c is the stream function defined byru5]c/]y, with r
constant in the case under consideration. The result Eq.~29! con-
firms the expressionr'Pr1/2 as an asymptotically correct first-
order approximation for two-dimensional constant-property flow
in general. After truncation of both series by neglecting theO(e2)
terms and subsequent elimination ofe, the relation between en-
thalpy and velocity can be written alternatively as:

h5he1r
1

2
~ue

22u2!2~r 21!
c

r

]u

]y
(30)

H5He1~r 21!S 1

2
~ue

22u2!2
c

r

]u

]yD (31)

Comparison with the classic forms of the modified Crocco rela-
tion, see Eqs.~3! and ~4!, reveals that the classic modification
incorporates only the first recovery part of the first-order term, but
that the second part that expresses the energy migration towards
the outer flow, is absent in them.

4 Variable Property „Compressible… Flow
The analysis of variable-property flow starts by the observation

that also in this caseu0512 f 82 must be the correctO~1! term of
the expansion, as a direct consequence of the fact that the original
Crocco relation~1! for Pr51 is valid for compressible flow as
well. The equation for the first-order perturbation termu1 is now
obtained by the same asymptotic solution approach, i.e. substitu-
tion of the expansion foru, Eq. ~20!, into Eq. ~14! with u0 given
explicitly by Eq. ~25!.

When, following the constant-property analysis, we add to this
the momentum Eq.~13! multiplied by 2f 8, all terms ofO~1! are
cancelled, where with reference to Eq.~17! G has been substituted
by: G511eaMu11O(e2). Grouping in the remaining expres-
sion all terms ofO~e! then yields the following equation foru1 :

~Cu18!81 f u1822b̃~12aM ! f 8u112~C f8 f 9!8

52jS f 8
]u1

]j
2u18

] f

]j D (32)

To investigate the compressibility effects onu1 , let the incom-
pressible solution Eq.~27! be enhanced as:

u15
1

2
~12 f 82!2 f f 91u1,c (33)

whereu1,c is the additional component ofu1 due to compressibil-
ity. By substituting Eq.~33! into Eq. ~32! and adding to it, again
following the constant-property analysis, the derivative of the
product of the momentum Eq.~13! and f, the following transport
equation foru1,c is obtained, neglectingO~e! terms:

~Cu1,c8 !81 f u1,c8 22b̃~12aM ! f 8u1,c1@C8 f f 9#812b̃aM f 8F1

2
~1

2 f 82!2 f f 9G52jS f 8
]u1,c

]j
2u1,c8

] f

]j D (34)

The last two terms on the left-hand-side of the equation act as
source terms in the transport ofu1,c and hence reveal the mecha-
nisms responsible for deviations from the incompressible solution.
To have these terms vanish irrespective off, it is necessary thatC
is constant and eitheraM or b̃ is zero. This is indeed obtained for
the incompressible limit~with C51, aM50 andb̃ arbitrary!, in
which case Eq.~32! reduces to Eq.~26!. Under compressible flow
conditions it is fulfilled only in the case of zero pressure-gradient
flow (b̃50) in combination with a linear dependence of viscosity
on temperature (C51). A further interpretation of the individual

source terms allows already at this point of the analysis a prelimi-
nary assessment of how the effects under consideration will quali-
tatively affect the incompressible results.

1. The first term expresses the direct effect of varying proper-
ties, which are the consequence of the temperature variation
across the boundary layer. The fact that it is only the variation of
the productrm which is relevant, alleviates this ‘‘thermal com-
pressibility effect’’ to a large extent, asr and m show opposite
thermal behavior:r decreases with temperature whereasm in-
creases. Indeed, for a linear viscosity-temperature relation the ef-
fect vanishes completely (C51). With the temperature gradient
being negative everywhere in the boundary layer,C8 is positive
when the temperature-dependence of the viscosity is less than
linear ~v,1! and negative whenv.1. Combination of Eq.~19!
and ~25! yields for the first source term in Eq.~34!:

~C8 f f 9!8522eM~v21!~gv22f f 8 f 92!81O~e! (35)

Near an adiabatic wall (gv22f f 8 f 92)8 is positive. As a result, this
effect will be to increase the local value ofu1 , and hence to
increase the Prandtl number effect on the recovery factor, when
v,1. Concluding, forPr,1 a decrease of the recovery factor
with freestream Mach number is predicted to occur whenv,1,
and similarly, an increase whenv.1.

2. The second term reflects the effect of pressure gradient in
combination with a direct Mach number influence throughaM .
Its contribution to the recovery effect is easily interpreted, as to
increase with bothb̃ andaM . For positiveb̃ ~negative pressure
gradient! the compressibility effect therefore increases the Prandtl
dependence, whereas for a negativeb̃ ~positive pressure gradient!
it has a decreasing effect. Hence, again forPr,1, the recovery
factor is expected to decrease in a negative pressure gradient, and
to increase in a positive pressure gradient.

5 Numerical Investigation
A numerical investigation was made to obtain accurate solu-

tions to thef- andu-equations, in order to quantify the compress-
ibility effects on the extended Crocco relation, in particular the
influence of the pressure gradient and the viscosity relation on the
recovery factor.

Numerical solutions are first presented for~quasi-!self-similar
flow solutions, with the purpose of evaluating and illustrating the
extent of the different effects that have been identified in the the-
oretical analysis. This may then serve for comparison when inter-
preting more general, i.e. nonsimilar, boundary layer solutions of
which two examples will be considered in the present study.

5.1 Self-Similar Boundary Layer Calculations

Self-Similarity in Compressible Boundary Layers.From an
analytical point of view the study of self-similar solutions is es-
pecially attractive as this allows the boundary layer problem to be
treated in the form of a set of ordinary differential equations. A
first requirement for self-similarity to be obtained in the (f ,u)

formulation is thatb̃ is constant, implying:Me}jb̄/2. However,
for compressible flow the additional requirement is thatG andC,
henceg, must be self-similar as well. Regarding Eqs.~16! and
~17! this means that botheM and aM must be constants. Strict
self-similarity in compressible flow is therefore only possible
whenMe is constant, i.e. for zero pressure-gradient flow.

For a linear viscosity law, henceC51, further possibilities exist
for self-similarity for the boundary layer problem in essentially
the (f ,G) formulation, as shown by Chapman and Rubesin@17#.
In the present case, the use of a linear viscosity law relaxes the
additional requirement to onlyG being self-similar, which can be
achieved when any of the following conditions is satisfied:

1. Me'0: incompressible flow, withG'1 asaM'0.
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2. Pr51: in that caseG51 according to the original Crocco
relation. The equations become identical to their incompressible
form.

3. Me@1: aM'1 remains nearly constant at large values of
the Mach number. Hence,G5u1 f 82 is self-similar as well.

Evidently, for our present interest, which is the combined effect of
compressibility and Prandtl number on thermal recovery, only the
last case bears relevance.

The possibility of obtaining strict self-similarity in compress-
ible flow, therefore, is very limited@18#. However, if the effect of
changingMe on the solution~in the transformed variables! is only
small, self-similarity may occur in an approximate sense, referred
to as ‘‘local similarity’’ @2#. It assumes that the solution is domi-
nated by the effects which are represented by the local values ofb̃
andMe and that history effects, expressed by the terms involving
j-derivatives, may be neglected. This concept will be exploited
here for the study of the effect of the pressure gradient.

Results of the Calculations.For the calculations of the
~quasi-! self-similar solutions a 5-point equidistant finite-
difference scheme with fourth-order accuracy was employed. The
coupled equations are solved iteratively by means of subsequent
approximations. Convergence of the solutions is assumed when
the value off 9(0) between subsequent iterations does not change
within a prescribed small value~typically taken 1028). Outer flow
boundary conditions are applied at a finite valuehmax taken suf-
ficiently large so as to ensure that the final solution does not
depend on it within the desired numerical accuracy. The results
reported here have been obtained mostly withhmax510 andDh
50.1 or 0.05 with grid refinement studies verifying that the error
in the recovery factor was less than 1026 for all cases considered.

All calculations have been performed forPr50.7 andg51.4,
with variation of the free stream Mach numberMe and pressure-
gradient parameterb̃. Different viscosity relations have been ap-
plied, such as Sutherland’s law withS5111 K and taking either

Tt5300 K or Te5300 K constant~representative of either wind-
tunnel or free flight conditions!, as well as the power-law expres-
sion with different values for the exponentv.

As an illustration, the~transformed! profiles of the velocity,
enthalpy and total enthalpy, are given in Fig. 1 for the caseMe

55 andb̃50 ~flat plate flow!. Note that for this specific case, the
result for the linear viscosity law~v51! is identical to the incom-
pressible~5Blasius! solution, and all compressibility effects are
contained in the coordinate transformation, Eq.~8!.

The viscosity law is seen to have quite a strong effect on the
boundary layer scaling, notwithstanding the use of transformed
coordinates, with the thickness scale increasing withv in approxi-
mate proprotion toACw, see@3#. This stretching can be explained
by introducing in Eq.~13! the approximationC(h)'Cw ~for the
adiabatic wall case the temperature in a large part of the boundary
layer is approximately equal to that at the wall!. The solution is
then given byf (h)5ACwf 0(h/ACw) wheref 0 is the incompress-
ible solution satisfying the Blasius equation:f 0-1 f 0f 0950.

Although this stretching evidently affects the value off 9(0)
directly, the recovery factorr 5u(0) is seen to vary only slightly.
It may be noted further, that the result for Sutherland’s viscosity
law with Tt5300 K resembles closely that for the linear viscosity
law, whereas forTe5300 K the results are close to the high-
temperature approximationv50.5. The lower graph confirms that
the effect is basically a stretching of the normal coordinate and
that the normalized velocity-enthalpy correlation~where the en-
thalpy variation has been scaled with its value at the wall! is
virtually the same for all cases. Very similar results were obtained
for other values ofb̃.

The compressibility effect onf 9(0) and r, as a function of
Mach number, pressure gradient and viscosity law, is further illus-
trated in Fig. 2 for three different values ofb̃, viz. b̃50 ~top!,
b̃51 ~center! andb̃520.15 ~bottom!. The labeled curves corre-
spond to the power-law viscosity with different values ofv, while
the dashed line indicates the results for Sutherland’s law withTt

Fig. 1 Self-similar solutions for the transformed profiles of the velocity f 8, the enthalpy u and the total
enthalpy u¿f 82. Symbols indicate calculations with Sutherland’s viscosity law, lines for the power-law,
see legend in the figure „PrÄ0.7, b̃Ä0, MeÄ5….
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5300 K. The latter is seen to agree approximately with the power
law for v51, as had been also observed in Fig. 1. The influence of
the viscosity law is most clearly revealed for the zero pressure-
gradient caseb̃50, where only the thermal compressibility effect
is present. The effect on the recovery factor is seen to agree with
the predicted behavior, viz. thatr increases withMe whenv.1,
whereasr decreases withMe whenv,1.

Comparing in the diagrams for differentb̃ the specific curve for
the linear viscosity law~v51! is of special interest to the present
study, as here only the pressure-gradient effect is present. It can be

observed that thef solution does not vary strongly withMe , as
evidenced by the values off 9(0) which are nearly constant. This
is in agreement with the remarks made earlier regarding the
choice ofb̃ as the proper similarity pressure-gradient parameter.

The prediction thatr increases withMe when b̃ is negative and

that r decreases withMe when b̃ is positive is indeed confirmed
by the numerical results.

The other curves reveal the results of combined thermal and
pressure-gradient compressibility effects. It is observed that when

Fig. 2 Effect of Mach number, viscosity law and pressure gradient on f 9„0… and recovery factor r ; top:
b̃Ä0, center: b̃Ä1, bottom: b̃ÄÀ0.15; dashed lines indicate results for Sutherlands’s law with Tt
Ä300 K „PrÄ0.7….
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b̃,0 andv.1 both effects act to amplify each other in increasing
the recovery factor, whereas whenb̃.0 andv,1 they both act to
decrease the recovery factor.

In the lower Mach number range, up to about 2, the present data
find quantitative support from Herwig’s results@15# under the
same conditions (Pr50.7, g51.4!, for example regarding the ef-
fect of viscosity law on the flat-plate recovery factor~Herwig: r
50.835820.0032(12v)Me

2) and the stagnation-point recovery
factor with linear viscosity law~Herwig: r 50.835620.0041Me

2).

Normalized Results and Mach Number Scaling.The results
for these two cases that reveal each of the compressibility mecha-
nisms separately, that is variation ofv with b̃50 or variation ofb̃
when v51, have been normalized in Fig. 3. The recovery data
have been scaled as (r 2r 0)/(12r 0), wherer 0 is the incompress-
ible recovery factor at this value ofPr. According to the preced-
ing theory this removes the first order dependence onPr, as:

r 2r 0

12r 0
'22u1,c~0!1O~e! (36)

making the results only a function ofv, b̃ and Me . The left
diagram on the top row shows the effect of the power-law expo-
nent v on the recovery factor, for different values of the Mach
number. The right diagram similarly shows the effect of the
pressure-gradient parameterb̃. The dotted line indicates the result
for infinitely large Mach number~note that withC51, the present

formulation allows to take the theoretical limitMe5`, hence
aM51, without introducing singular behavior of the boundary
layer scaling!. For a constant value of the Mach number, the varia-
tion of r with v ~for b̃50) is observed to be very nearly linear,
whereas for the variation withb̃ ~for v51! there is a distinct
nonlinearity.

An analysis of scaling effects is undertaken by a further scruti-
nization of Eq.~34!. It has to be noted that, although the pertur-
bation expansion approach of Eq.~20! has removed the directPr
dependence, the coefficients in Eq.~34! still contain an implicit
dependence onPr, through the functionsf andC, in addition to
the explicit and implicit dependence onb̃, Mach number and
viscosity law. For the flat-plate case (b̃50) it was already ob-
served that the major effect of the visosity law is that of producing
a stretching of the boundary layer scale. Introducing the same
stretching into Eq.~34! together with the approximationsC'Cv

applied to the first term andC8'(v21)Cv(g8/g) applied to the
fourth term, yields:

u1,c9 1 f 0u1,c8 22b̃~12aM ! f 08u1,c2~v21!aMF 2 f 0f 08 f 09
2

12aM f 08
2G 8

1b̃aM f 08@12 f 08
222 f 0f 09#50 (37)

where Eqs.~19! and~25! have been used to evaluateg, neglecting
terms of O~e! and higher. Similarly, withG511O(e), to the

Fig. 3 Normalized recovery factor data and Mach number scaling; left: effect of viscosity-law exponent
v in flat-plate flow „b̃Ä0…; right: effect of pressure-gradient parameter b̃ with linear viscosity law „vÄ1…,
dotted line indicates MeÄ`. Symbols apply to numerical data for PrÄ0.7. Lines in the bottom diagrams
represent the exact „solid … or approximate „dashed … results of the perturbation analysis.
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same order of approximationf 0 corresponds to the incompressible
solution for this value ofb̃, satisfying the equationf 0-1 f 0f 09

1b̃(12 f 08
2)50. In the above approximate form of the transport

equation foru1,c the dependence onb̃, v and Mach number~the
latter throughaM) has been made explicit, apart from the implicit
effect of b̃ on f 0 . This means that for a given value ofb̃ the
equation is linear inu1,c , allowing the effect of the source terms
to be evaluated independently of each other. This observation sug-
gests the following functional form for the normalized recovery
factor:

r 2r 0

12r 0
'~v21!aM•c1~ b̃,aM !2b̃aM•c2~ b̃,aM ! (38)

where the parametersc1 andc2 are positive-valued functions ofb̃
andaM ~hence,Me). Table 1 gives some computed values forc1
andc2 obtained from solving Eq.~37!.

To illustrate the Mach number scaling the diagrams in the bot-
tom row of Fig. 3 display the normalized recovery data versusaM
for the two cases considered. The symbols refer to the exact nu-
merical data obtained atPr50.7 while the lines indicate the re-
sults of the perturbation analysis; solid lines are for the exact
approach of Eq.~34!, while the dashed lines indicate the approxi-
mate approach of Eq.~37! using the incompressible velocity pro-
file. It is seen that for the viscosity-law effect the exact perturba-
tion approach corresponds closely with the numerical data
indicating that the contribution of the higher order terms of the
perturbation in Eq.~36! is small. The approximate approach, al-
though capturing all basic features, differs notably as a result of
the approximate modeling of theC-terms in Eq.~34!. For the
pressure-gradient effect, on the other hand, there is only little
difference between exact and approximate perturbation results,
which is not surprising as theC-effect is absent here and the
approximation only involves replacing the true velocity profile by
the incompressible solution, which are very similar. The deviation
between perturbation results and the numerical data, however, is
larger in this case, suggesting that here higher-order terms have a
larger influence. The latter assumption was verified by repeating
the analysis for a value ofPr closer to unity~results not shown!,
where indeed resulted in smaller differences between the numeri-
cal data and the first-order perturbation results.

5.2 Nonsimilar Boundary Layer Calculations. In order to
investigate nonsimilar boundary-layer development the numerical
scheme was extended by replacing thej-derivatives in Eqs.~13!
and~14! by backward finite-differences, which allows the bound-
ary development to be computed by means of downstream march-
ing from the appropriate self-similar solution at the initial station
j50. For the present computations, a three-point backward
scheme was used, which is second-order accurate in the step size
Dj. Grid studies were used to verify that the results obtained for
the recovery factor remained accurate within 1024, with the pos-
sible exception of the direct environment of the separation loca-
tion where the boundary layer equations develop singular behav-
ior @3#.

Regarding the present formulation of the equations, the external
flow is most conveniently expressed asMe(j), as this allows all
relevant freestream-related parameters required for the computa-
tion to be determined without the need to explicitly evaluate the
~Mach number and viscosity-law dependent! coordinate transfor-
mation, Eq. ~8!. Two different cases will be considered:Me
5M0(11j) and Me5M0(12j). Both start as a flat plate flow,
but the first is an accelerating flow, while the second is a flow
decelerating towards separation. For incompressible flow (M0
50) the corresponding velocity distribution in physical coordi-
nates areue5U0ex and ue5U0e2x, respectively, starting from
x50. The accelerated flow is computed on the interval 0<j<1,
over which the Mach number doubles andb̃ increases from 0 to 1.
The decelerated flow is computed until separation occurs. The
results of the computations~again withPr50.7 andg51.4! have
been depicted in Fig. 4. The diagrams on the left show the devel-
opment of f 9(0), the nondimensional velocity gradient at the
wall, while the diagrams on the right give the results for the re-
covery factorr. The solid lines indicate the computational results
for the linear viscosity law, for different values of the reference
Mach numberM0 , with the dotted line corresponding toM0
5`. The dashed lines depict the results forv50.75, for two
values of the Mach number.

The computations show that the Mach number effect on the
velocity solution is small, due to the use of transformed coordi-
nates, especially for the linear viscosity law~in that case it is
completely absent when in additionPr51, see@16#!. The results
for the recovery factor confirm the findings of the self-similar
analysis, in that the recovery factor decreases in a favorable pres-
sure gradient and increases in an adverse pressure gradient, to a
similar extent as in the self-similar solutions.

6 Conclusions
The effect of compressibility on the validity of the extended

Crocco relation for laminar flow was investigated. The original
Crocco relation, which applies whenPr51 is valid for both com-
pressible and incompressible flow alike. For constant-property
flow a generally valid, first-order extension of the Crocco relation
can be formulated, which describes the effect of non-unity Prandtl
number. Two compressibility effects were identified, which give
rise to deviations from this general constant-property result.

Firstly, there is a thermal compressibility effect, which is
caused directly by the variation of viscosity and density across the
boundary layer. In flat-plate flow, this is the only effect present.
The way in which this affects the Crocco relation, and in particu-
lar the recovery factor, depends on the viscosity law. For a power-
law relation between viscosity and temperature, and assuming that
Pr,1, we find thatr increases withMe whenv.1, and decreases
with Me whenv,1.

The second compressibility effect is that of the pressure gradi-
ent in combination with a direct Mach number influence. As a
result of this, the recovery factor is expected to decrease in a
negative pressure gradient, and to increase in a positive pressure
gradient, again forPr,1.

These analytical predictions were confirmed by numerical solu-
tions for ~quasi! self-similar boundary layer solutions. These re-
veal the magnitude of both effects to be of the same order for
typical situations. For the range of parameter values studied, these
effects are observed to increase or decrease thePr-effect on the
recovery factor by an amount of 10% to 20%. In absolute sense,
hence, the pressure-gradient effect is concluded to be only limited.
For example, withPr50.7 and a linear viscosity law, the recov-
ery factor in stagnation point flowb̃51 is found to decrease from
0.836 at incompressible conditions to a minimum value of 0.798
in the limit of Me5`, which is a change of 4.5%. Similarly, for
b̃520.20 which is for a self-similar laminar flow near separa-
tion, it increases to a maximum value of 0.856~2.4% change!.

Table 1 Sensitivity parameters for v and b̃ effect on the recov-
ery factor according to the approximate approach of Eq. „37….

b̃520.15 b̃50 b̃51

c1 c2 c1 c2 c1 c2

aM50 0.149 0.724 0.131 0.518 0.110 0.183
aM50.25 0.177 0.703 0.156 0.518 0.134 0.197
aM50.5 0.199 0.684 0.181 0.518 0.166 0.215
aM50.75 0.216 0.665 0.206 0.518 0.213 0.237
aM51 0.229 0.647 0.231 0.518 0.297 0.265

Journal of Fluids Engineering JANUARY 2004, Vol. 126 Õ 39

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Additional computations for non-similar~developing! boundary
layers revealed no significant effect of nonsimilarity on the above
conclusions.

Reduced Recovery Factors Near Separation.To come back to
the reduction of recovery factors near separation, as reported by
White and referred to in the introduction, the present results are
not in support of such a trend. Flow separation occurs in an ad-
verse pressure gradient, which on the contrary is predicted to in-
crease the recovery factor. The present analysis further suggests
the pressure gradient effect to be only moderate, and that there is
no strong effect of nonsimilarity.

Closer study reveals that this discrepancy with White’s findings
can be attributed to the difference in the modeling of the tempera-
ture dependence of the fluid properties, notably that of the specific
heat. In the present analysis both the Prandtl number and the
specific heat are assumed to be constant, so that conductivity and
viscosity follow the same law. In White’s calculations, on the
other hand, also a constant Prandtl number was taken, but the
viscosity and thermal conductivity were each modeled by a power
law with different values of the exponent. This implies that the
specific heat,cp5Pr•k/m, is not constant, but instead increases
with temperature. As a consequence, a certain rise in enthalpy
corresponds to a smaller increase in temperature than with a con-
stant specific heat. This may then, incorrectly, be interpreted as a
reduction in the recovery factor. If the recovery mechanism is
assumed to be described by a relation of the type:cp(T)dT
52rd((1/2)u2), then, takingr 5r 0 constant andcp}Tn, the ap-
parent valuer̃ of the recovery factor, based on the adiabatic wall
temperature increase, would then be:

r̃ 5
Taw /Te21

eM
5

~11r 0~n11!eM !1/n1121

eM
(39)

With the values used by White,Pr50.71, n50.144 and taking
r 05APr50.84, the apparent recovery factorr̃ would then be
found to drop to 0.71 atMe56 (eM57.2). Also, expanding Eq.
~39! for small Mach numbers gives an approximationr̃'r 0

20.07nMe
2, which is similar to what is obtained when evaluating

Herwig’s results @15# for these conditions (r̃'0.836
20.07nMe

2). This confirms that the observed reduction of the
recovery factor is not to be attributed to the effect of the pressure
gradient, as originally suggested, but to that of varying specific
heat.
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Circular Dynamic Stereoscopy
and Its Application for Fluid
Measurement
By attaching a refractor to the lens of a Video Capture Device (e.g., CCD Video Camera)
it is possible to record optical displacements from the original position of any object
(tracer particle) within the image plane. If the refractor is physically rotated around the
optical axis at high speed, the tracer particles create annular streaks due to the effect
caused by the refractor’s circular shift. The perceived displacements are added to the
image being recorded by the Video Capture Device (VCD). Additionally, these displace-
ments are directly related to the distance between the VCD and the particle being mea-
sured: the magnitude of displacement on the image plane being inversely proportional to
the distance between the VCD and point of measurement. Since the radius of each annular
streak, of a point being measured, is inversely proportional to its distance from the VCD,
it is therefore possible by analyzing these annular streaks, to determine the three dimen-
sional positional information of the point. Thus the radius of the annular streaks on the
image plane determines the z coordinate, while the geometric center provides the x and y
coordinates. The theory and setup of such a measuring system is subsequently presented,
and the measurement of a moving surface, such as moving water, is used to demonstrate
a typical application of such a system.@DOI: 10.1115/1.1637632#

1 Introduction
The use of 3-D information obtainable by computer imaging

systems is attractive in various fields. Moreover, automatic detec-
tion of such information has been, and continues to be, one of the
primary aims of computer engineering. However, up to now, only
a few typical methods have been developed for obtaining 3-D
information. One such system is based on stereovision, using two
or more CCD cameras@1,2#, yet another is based on the slit-ray
projection method@3,4#. The stereovision system measures the
difference between matching pairs of points in frames viewed
from different angles. However, one difficulty related to this type
of system is accurately determining the matching pairs of points in
each frame. This can also be problematic for computer processing
because there may be several possible choices of matching points.
In the slit-ray projection method, the object being measured is
reconstructed from multiple images each of which consists of a
slice ~slit-ray! of the original image taken at various different
positions. Quantitative measurement is established by taking into
consideration the geometric relationship between the VCD and the
structured light~slit-ray!. Using this method, the object being
measured must remain stationary while the structured light is
scanned over the surface of the object. Therefore in general, mov-
ing objects cannot be measured using the slit-ray projection
method. However, some systems are capable of indirectly measur-
ing a moving surface, such as water, by projecting a color-coded
pattern onto the surface which is subsequently used as points of
reference@5–8#. These systems are capable of measuring the gra-
dient of the water surface at high spatial resolutions, but as such
systems are easily influenced by outside light disturbances, special
precautions must be taken. Other three-dimensional measurement
systems, that use a single CCD-Camera employing specialized
aperture masks, have been used in robot vision applications@9#
and in fluid measurement@10#, etc. These are based on the use of
a pattern projected onto the objects and an annular-hole or multi-
pin-hole mask placed in the aperture of the camera lens. Any

illuminated point, which is not in the plane of focus, is viewed as
a circle in the case of the annular-aperture mask method and as
multiple points in the case of the multi-pin-hole aperture mask
method. The diameter of the circle or the distance between the
points in the~CCD! image gives the depth~z!, and the geometrical
center provides thex andy coordinates. While the system is com-
pact and consists of a low number of components, lack of clarity
in the image cannot be avoided since this method relies on the
blurring phenomenon to obtain its depth.

In this paper, a new technique for measuring the instantaneous
three-dimensional positions of multiple points by analyzing a
single image is introduced. The main feature of this technique is
the use of a single VCD attached to an image shifting apparatus
@11#. By introducing a refractor onto the VCD lens, the image of
any point being measured is displaced on the image plane; this
displacement is directly related to the distance between the VCD
and the point being measured@12,13#. The magnitude of displace-
ment on the image plane is inversely proportional to the distance
between the VCD and the point being measured. When the refrac-
tor is rotated physically at high speed, the points being measured
appear in the image as annular streaks. This is due to the change
in focal position induced by the rotational shift; which is added to
the image by the VCD during the recording process. Since the
radius of each annular streak is inversely proportional to the dis-
tance of the point being measured from the VCD, each annular
streak thus describes the 3-D information of the point. Three-
dimensional information can therefore be calculated by analyzing
each of the annular streaks. That is, the centers and radii of each
annular streak in the image can be converted into their respective
3-D world coordinates (x,y,z). A high level of confidence and
reliability is possible because the difficult task of matching the
relative points between different frames is not necessary. This
method has been applied to the measurement of moving tracer
particles in flow analysis—with satisfactory results being ob-
tained. The measurement of a moving surface, such as moving
water, is subsequently presented as an application of the proposed
measurement system. Measurement is possible using the phenom-
enon of this circular dynamic method and a multi laser spot pro-
jector; the results obtained suitably demonstrating the feasibility
of this method.
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2 Circular Dynamic Stereoscopy
A simplified setup of the imaging system is shown in Fig. 1.

Introducing a refractor onto the VCD lens displaces any point
being measured in the image by a distance corresponding to the
distance between the VCD and the actual point being measured.
The displacementr in the image is inversely proportional to the
distanceD between the point being measured and the VCD. This
is given by:

D5
f •d

r
(1)

wheref is the focal length of the VCD andd is the magnitude of
the image shift caused by the refractor. As the refractor is physi-
cally rotated at high speed around the optical axis of the VCD
lens, the points being measured appear as annular streaks in the
image.

Figure 2 shows two examples of the streak effect. The two
distinctive circular image streaks are produced depending on
whether the point being measured is stationary or moving, In the
case where the point being measured is stationary, a circular streak
is produced having a diameter inversely proportional to the dis-
tance between the actual point and the VCD~see Eq.~1!!.

However, nonstationary points describe a spiral streak. If the
point being measured is moving from left to right, the spiral streak
is drawn from left to right, and the radius of the streak varies
depending on the distance to the actual point. The locations and
radii of the spiral streaks in the image are related to the three-
dimensional locations of the points being measured, i.e., the pitch
and size variations of the streaks are directly related to the three
dimensional ‘‘velocities’’ of the points.

Figure 3 shows an example of the system set-up. Multiple laser
spots are projected onto the surface of objects to be measured and
these spots are recorded by the circular dynamic stereoscopic sys-
tem. Figure 4~a! shows multiple laser spots projected onto the
surfaces of a set of objects and Fig. 4~b! shows the circular shifts
produced by the system. The smaller annular streaks indicate laser

spots on the surfaces of more distant objects, while the bigger
annular streaks are indicative of laser spots on nearer objects.

3 Image Processing

3.1 Analysis of the Streaks in a Single Image. Image pro-
cessing is relatively easy if the points being measured are rela-
tively sparse. In cases where the points being measured are more
densely grouped, for example tracer particles used in Particle
Tracking Velocimetry~PTV!, the streaks in the image can easily
overlap each other. However, by taking into consideration that the
segments of annular streaks are concentric, each streak can be
extracted automatically using the following procedure.

An intensity gradient is first estimated for all locations in the
image and then graded at a certain threshold level in order to
extract the positions of the most significant edges of the annular
streaks. Vector lines normal to the segment of the annular streak
are then generated two-dimensionally. The slope of the normal
lines, along the streak edge, can be calculated using the compo-
nents of intensity gradient for each segment of the annular streaks
from:

u5tan21~gy /gx! (2)

where gx and gy are the local components of the intensity
gradient.

The calculated point data from along the normal lines are then
stored in a cache called a ‘‘Parameter Space.’’ Figure 5 shows an
example of overlapping annular streaks and edge vector normal
lines. Since the edge normal lines converge at the center of the
annular streaks, peaks resulting from this data accumulation in the
Parameter Space can be interpreted as possible centers. The Pa-
rameter Space is then graded at a certain threshold level to extract

Fig. 1 System setup

Fig. 2 Spiral image

Fig. 3 Experimental setup using multiple laser spots

Fig. 4 Example images of multiple laser spots: „a… Multiple
laser spots projected onto the surfaces of objects; and „b… Im-
age with circular shift.
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any concentrations of data called ‘‘blobs’’ that include a peak.
Each concentration blob is then labeled and peaks in each blob are
identified as the centers of annular streaks.

The positions of the peaks in the blobs are calculated to sub-
pixel accuracy by:

xc5
( x• f p

( f p

yc5
( y• f p

( f p

f p.certain threshold value (3)

where p is a point located at (x,y) and f p is the accumulated
amount of possible centers atp. Once all of the centers of the
annular streaks are found, each streak can then be easily extracted
regardless of overlapping.

Since each streak is circular, streak diameter can be measured
multiple times at various angles. For improved accuracy the final
radius can better to be determined by considering all these radii at
various angles. This set of mathematical operations enables highly
accurate measurement. To simplify the operation, the following
two-step method is adopted in this system.

In the first step, the accumulation of pixel intensity at a distance
r from the center point Po is calculated from:

F~r !5(
u50

2p

f ~r ,u! (4)

where f (r ,u) is pixel intensity at (r ,u). This method is also il-
lustrated in Fig. 6.

In the second step, the graph ofF(r ), as shown in Fig. 7, is
plotted from the results of~4!. Pixels on the annular streak directly
correspond to the center point, i.e., they have the same distance

from the center position. The positon of each peak in the graph
therefore directly relates to the radius of each annular streakr p .

The position of each peak inF(r ) is calculated to sub-pixel
accuracy by:

r p5
( F~r !•r

( F~r !
. (5)

The center (xc ,yc) and radiusr p of each circular streak obtained
using this procedure are converted to world coordinates
(xw ,yw ,zw) by:

F xw

yw

zw

G5
d

r p
F xc

yc

f
G (6)

whered is the magnitude of the shift of the refractor andf is the
focal length of the VCD.

3.2 Analysis of Streaks on Consecutive Images.Dynamic
information can be obtained by analyzing consecutive images.
When the points being measured are in motion, spiral streaks
appear in the field image. If the rotation of the refractor is faster
than the movement of the points being measured, then the points
appear as annular streaks in each successive image, and the ap-
proximate center and radius of each streak can be calculated as
described in Section 3.1. To process the image data of this type,
use is made of the approximation technique as shown in Fig. 8. If
the rotational frequency of the refractor is synchronized to the
frame rate of the VCD, the streaks and blobs, generated by the
accumulation of ‘‘edge normal line’’ data, have similar shape and
value between consecutive images. The position of the blob indi-
cates the position of point being measured without any circular
shift, i.e., its absolute position in space-time. Corresponding
matching pairs are determined by using the correlation method
between blobs, and in some cases between annular streaks. If the

Fig. 5 Annular streaks showing lines projected from edge
normals

Fig. 6 Measurement of the size of an annular streak

Fig. 7 Accumulation of pixel intensities along a streak

Fig. 8 Analysis of spiral streaks
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points being measured are relatively sparse, the corresponding
points can easily be determined by considering the magnitude of
the movements and the correlation values between the blobs.
However, if the points being measured are densely positioned,
some difficulty may exist in accurately determining the correct

matching points. In these cases, the size and shape of the annular
streaks must be taken into consideration in order to determine the
appropriate points.

After identifying the corresponding streaks, spiral equations are
generated by considering the radii of streaks, the displacement of
blobs between field images, and the rotational frequency of the
refractor. Information extracted from the spiral streaks is thus con-
verted into three-dimensional motional data. Figure 9 shows an
example of this analysis methodology. Figure 9~a! shows spiral
streaks corresponding to moving tracer particles in flowing water
and Fig. 9~b! shows the results derived from the analysis from the
spiral streaks reconstructed on a computer display.

4 Experiments

4.1 Evaluation of Measurement Accuracy. To evaluate
the feasibility of the system, the following experiment was con-
ducted. A plane board was placed parallel to and at a fixed dis-
tance from the image plane of the VCD. Points to be measuring
were illuminated on the surface of the board using a laser spot
beam. The laser spots were observed as annular streaks using the
circular dynamic stereoscopic system. A Pentium III, 800 MHz
computer was used to store the image data~at a resolution of
5123512 pixels!, and to calculate the positions of the laser spots.

The depth of the board was varied from 50 mm to 350 mm at
intervals of 10 mm: the results are shown in Fig. 10. The horizon-
tal and vertical (x,y) measurements, which are parallel to the
image plane and relate directly to the center position of the annu-
lar streaks, are efficiently determined because the data can be read
reliably and directly from the VCD image array. Since the depth
~z! is measured from the size of an annular streak, the accuracy is
restricted by the resolution and size of the streak.

A small systematic error is also apparent in the original result. It
is constant bias, which occurs in the process of calibration; how-
ever, by taking some know reference point measurements the bias
can be eliminated. Figure 10 shows the results~random error!
after eliminating this systematic error. This graph shows the accu-
racy of the current automatic measurement system and may be
improved by applying a more optimized processing algorithm.
Almost 10% error as a function of the distance is included in the
results, yet the cause of this error is from inaccuracies in data
extraction from the streaks due to the overlapping or lack of clar-
ity of the image. If even more accurate results are required, the
operator needs to be involved manually in the analysis.

4.2 Particle Tracking Velocimetry Using Circular Dy-
namic Stereoscopy. Measurement of tracer particles in water is
the primary aim of this system~Particle Tracking Velocimetry
@14#!. By measuring the positions of the tracer particles at differ-
ent times, the three-dimensional velocity distribution within a
flow can be measured. Figure 11 shows the experimental setup
used to demonstrate the measuring ability of the system. The dis-

Fig. 9 Examples of the streaks associated with tracer par-
ticles: „a… Recorded image; and „b… Analysis result.

Fig. 10 Accuracy of the measurement system

Fig. 11 Experimental setup
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tance between the center of the tank and the VCD is approxi-
mately 250 mm. Polystyrene tracer particles of 0.2 mm or less in
diameter are scattered onto the water. The tracer particles have a
specific gravity of 1.03, so that they may be considered neutrally
buoyant in water. A cylindrical tank of 200 mm in diameter is
placed inside the rectangular tank and both tanks are filled with
water to avoid any distortion of the image. Water in the cylinder
tank is set into motion via a screw propeller driven by a motor
situated on top of the cylinder tank. As the rotation of the refractor
on the VCD becomes faster than the movement of the tracer par-
ticles, the particles are drawn as annular streaks in the image. An
example of the ensuing particles streaks is shown in Fig. 12~a!.
The accumulation of lines in the direction of edge normal is
shown on Fig. 12~b!. Even though the image was dark, due to the
conditions of the experiment, 80% of the tracer particles were
recognized and there positions measured. The extrapolated infor-
mation regarding the center of the particle streaks and the size of
the streaks is shown graphically in Fig. 12~c!. The velocity distri-
bution within the cylinder is shown in Fig. 13. Velocity vectors are
interpolated by taking into consideration the position of the tracer
particles and the velocity vector of each tracer particle. This dem-
onstrates the applicability of the system to Particle Tracking Ve-
locimetry for fluid measurement.

4.3 Surface Measurement of Water Movement. The ex-
perimental setup is shown in Fig. 14. Aluminum powder~20 mm!
was introduced onto the surface of the water. The powder formed
a thin film on the water surface and moved with the wave motion
of the water. Multiple laser spots~30 mW! were then projected
onto the surface of the water, containing the aluminum powder,
which subsequently caused the lights to be reflected. Figure 15~a!
shows an image of the multiple laser spots on the moving surface
and Fig. 15~b! shows the resultant stereoscopic image containing
the circular shift. Figure 16 shows two consecutive images recon-
structions of the surface of the water.

5 Conclusion
Circular dynamic stereoscopy has many advantages that enable

three-dimensional measurement using a single VCD. Annular
streaks are recorded using this system, with the radii of the annu-
lar streaks directly related to the distance from the VCD. Radii of
the annular streaks are inversely proportional to distance from theFig. 12 „a… Particle streaks; „b… Lines in the direction of edge

normal; and „c… Estimated center and size of streaks.

Fig. 13 Velocity distribution within the cylinder tank
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VCD, and this distance can thus be measured using image-
processing techniques. Since three-dimensional information can
be extracted from a single image, dynamical motion, such as mov-
ing particles or a moving surface, can be measured. The system is
thus expected to be a useful tool for fluid dynamics such as PTV.
Experimental results demonstrate the feasibility of the system.
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Institut de Mécanique des Fluides de Toulouse,
UMR CNRS-INP/UPS No. 5502

avenue du Professeur Camille Soula
31400 Toulouse, France

On the Leak Through a
Spiral-Groove Metallic Static Ring
Gasket
The diffusive and viscous leaks through a model spiral groove static ring gasket are
studied analytically. This system is characterized by a transition from a leak through
radial passages to a leak following the spiral groove as the load increases. The study
concentrates on the transition. The results indicate a sharp (‘‘critical’’) transition with
variations of several order of magnitudes in the leak flow rates for small changes in the
contact area, i.e. the applied load. It is also shown how results for a diffusive leak and a
viscous leak can be combined for identifying the transition. The influence of surface errors
of form (waviness) is also considered. Although generally detrimental to tightness, it is
however shown that errors of form could be beneficial to tightness for the high loads if
their amplitudes are slightly smaller than the groove average depth.
@DOI: 10.1115/1.1637627#

1 Introduction
Metallic static gaskets are used extensively as primary seals in

critical joint applications in many industries where severe condi-
tions such as extreme temperature~low temperature associated
with cryogenic fluid and high temperature in exhaust lines! im-
pose full metallic parts instead of classical elastomeric O-rings.
For instance, these gaskets are widely used in rocket engines, in
nuclear power plants to seal the successive fluid circuits as well as
in some very specific high tech applications, such as for example
high energy accelerators,@1#. Despite their technological impor-
tance, studies on static metallic gaskets are scarce in the published
literature. Butcher@2# presented the basic principles of static gas-
kets including the effect of applied load to close up the seal and
showed the importance of the plastic displacement of surface
roughness. More recently Yanagisawa et al.@3# experimentally
studied the leakage of gas through metallic gaskets and they
showed that the presence of a soft metal coating is very beneficial.
Most of the studies concentrated on the mechanical aspects of the
problem~surface roughness deformation, areas of contact between
the surfaces, influence of a soft metal coating . . . !. The studies on
the modelling of the leak are still scarcer and are generally limited
to a basic leakage path geometry, typically straight tubes or slots,
e.g.,@4#. This is not surprising since a thorough prediction of the
leak involves a series of difficult operations. First, the topography
of the facing surfaces should be obtained, which generally implies
careful measurements. The elasto-plastic deformation of the sur-
faces in contact under given loads must be computed at various
scales~from the roughness scale to the ring scale!. These compu-
tations should give the aperture field between the two surfaces in
contact through which the fluid may flow. Then, the leak must be
computed solving the flow problem through the aperture field,
which can represent a very difficult problem if the system is close
to a percolation threshold,@5#. As explained in@6#, the accom-
plishment of this ambitious program has been attempted and is in
progress. The results will be presented elsewhere. However, one
can refer to@7# for preliminary interesting results. The objectives
of the present paper are much more modest and limited to two
aspects of the problem. We consider a system characterized by a
spiral groove main structure, which is a representative topography
of face turned surfaces. As explained in more details below, the

leak through this system is circumferential when the flow follows
the spiral groove~high loads! and radial when passages exist in
the radial direction~low and moderate loads!. We first conduct an
analysis suggesting that the transition in the type of leak, i.e.
circumferential or radial, must be sharp, i.e. occurs over a narrow
range of loads. Furthermore, the analysis also suggests that the
transition could be confirmed by combining diffusion flux and
viscous flow rate measurements. In a second part of the paper, we
discuss the influence of errors of form~waviness! on the leak. It is
generally admitted that errors or form are detrimental to tightness.
We show, however, that the presence of an error of form could
improve tightness if its amplitude is slightly smaller than the
groove average depth.

2 Geometry Leak Paths
The system under study is schematically shown in Fig. 1. The

ring gasket is modelled as a system formed by joining normally a
rough textured surface and a smooth one. The rough surface is
representative of surfaces obtained by face turning. This machin-
ing process classically leads to a textured surface characterized by
a spiral groove. As discussed for instance in@8#, the regular mo-
tion of the cutting tool leads to a quite regular spiral structure.
This structure is illustrated in Fig. 2. Naturally, the spiral is how-
ever not perfect owing to various phenomena~small vibrations of
the cutting tool, local heterogeneities, . . . !. As schematically il-
lustrated in Fig. 2, there exist small scale height fluctuations on
both the valley and summit~crest! of the groove, see for instance
@8# for more details. In particular, this small scale disorder leads to
the possibility of radial leak paths as will be discussed further
below.

The two surfaces are pressed together by applying a given load.
This process leads to the deformation of asperities and reduces the
local apertures between the two surfaces. The general problem is
then to predict the leak as a function of the applied load. Obvi-
ously, increasing the load leads to reduce the distance between the
mean planes of the two surfaces. It is therefore qualitatively
equivalent to increase the load or to reduce this mean distance.
For the sake of simplicity, the analysis presented in this paper is
performed using parameters characterizing the distance between
the surfaces, rather than the load.

Leak Paths. As illustrated in Fig. 2, for low and moderate
loads, leak is possible through passages associated with the local
fluctuations of the crest height between two laps of the valley.
These passages represent a series of shortcuts forming radial leak
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paths. For a sufficient~high! load, the passages on the crest dis-
appear and the only leak path becomes the valley of the spiral.
This leak path is termed the circumferential leak path. For inter-
mediate loads the fluid will follow combinations of circumferen-
tial leak path sections and radial paths.

Model Gasket. The model ring gasket is depicted in Fig. 3. ri
is the inner radius of the ring,r e is the outer radius.Dr 5r e2r i is
the bearing distance. n is the number of laps of the valley.

The valley is perfect~no height fluctuations! and of sinusoidal
shape~Fig. 3!. AssumingDr !r i , the height variations in the ra-
dial direction in the valley is given by:

h1~x!5a cosS 2p

l
xD (1)

wherex50 corresponds to a summit of the crest. a is the ampli-
tude of the spiral groove.l is the distance between two crest
summits in the radial direction (nl5Dr ).

The radial passages are taken into account in an average sense
by assuming a uniform small gap«a between the top of the crest
and the smooth surface. In this model, the aperture variations in
the radial direction are therefore given by:

h~x!

a
5«112cosS 2p

l
xD if cosS 2p

l
xD,11« (2)

h~x!50 if cosS 2p

l
xD>11«~which is possible for«<0!

(3)

Note that« can be,0, in this model. For«,0, the mean plane of
the smooth surface cuts the rough surface as depicted in Fig. 4. As
in many previous works on flows through rough fractures with
contacts, e.g.,@9,10#, the tops of the asperities are simply trun-
cated as indicated in Fig. 4. Preliminary results,@11#, indicate that

Fig. 1 Schematic illustration of a machine turned static ring gasket

Fig. 2 Schematic illustration of the crest and valley height
fluctuations

Fig. 3 Model static ring gasket. The ring width Dr is grossly
exaggerated for clarity. The thin inner solid line shows the spi-
ral crest. The inner dashed line shows the bottom of the spiral
valley. The local slopes are also exaggerated „in fact a Õl™1….

Fig. 4 For «Ë0, a simple geometric erosion rule is used as
depicted in the figure
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this geometrical erosion model is satisfactory in the case of plastic
deformation of asperities. It may be surmised that it is also satis-
factory when the smooth surface is made of a soft coating. In the
present model, the geometrical erosion rule models the deforma-
tion of the crest. Deformation of the smaller scale asperities, such
as the fluctuations schematically depicted in Fig. 2, is included
implicitly in the variation of« ~«>0! since the radial passages are
described in an average sense only in the present model.

Another important characteristics of machined surfaces is that
the roughness local slopes are small, that is in the present context
a/l!1.

3 Diffusive Versus Viscous Leaks
In this section, we derive analytical expressions giving the leak

trough the model ring gasket for two different transport phenom-
ena. The first one is the transport by diffusion of a species through
a stagnant fluid induced by a concentration difference between the
ring inner domain and the outer one. Recalling that the roughness
local slopes are small and assuming dilute concentration and a
binary system, this transport phenomenon can be studied using the
following governing equation, see for instance@9# for more
details,

¹•~qd!50.; qd52rDh¹c;

c5ci at r 5r i ; c5ce at r 5r e (4)

whereqd is the diffusive flux~mass flow rate! per unit width.r is
the density of the stagnant fluid,D is the binary diffusion coeffi-
cient of the considered species.c is the mass fraction of the spe-
cies.

The second one is the incompressible flow of a Newtonian vis-
cous fluid induced by a pressure difference between the ring inner
and outer domains. Again, under the assumption of roughness
local small slopes, this type of flow is generally modelled using
the Reynolds~lubrication! equations,

¹•~qv!50.; qv52
h3

12m
¹p; p5pi at r 5r i ;

p5pe at r 5r e (5)

whereqv is the viscous flux~volume flow rate! per unit width.m
is the viscosity of the fluid,p is the fluid pressure.

It is interesting to note that the main difference in the two
problems lies in the dependence of the fluxes with the aperture
field, i.e.qd}h andqv}h3.

Typically, the apertures are of the order of or less than 1mm.
With the explosion of studies in the domain of microflows in
relation with the development of microsystems~MEMS!, it is now
well-known that special effects associated with the small dimen-
sions may have to be taken into account for modelling a given
transport phenomenon properly, see for instance@12# for more
details. However, these effects will not modify the essentially
qualitative results presented in this paper and are therefore ig-
nored for simplicity.

We now proceed to the estimate of the radial and circumferen-
tial fluxes.

Under the assumptionDr !r i , the radial diffusive and viscous
fluxes through the gasket read,

Qr
d52p r̄rDF E

0

Dr

h21dxG21

Dc52p r̄rDh̄A12G«
2

Dc

Dr
(6)

Qr
v5

2p r̄

12m F E
0

Dr

h23dxG21

Dp5
2p r̄

12m
h̄3

2~12G«
2!5/2

21G«
2

Dp

Dr
(7)

whereDc5ci2ce, Dp5pi2pe and r̄ 5 (r i1r e/2) •h̄ is the av-
erage aperture,

h̄5a~11«! (8)

G« is defined by

G«5
1

11«
(9)

Carrying out the integrations in Eqs.~6! and~7! involves evaluat-
ing Sommerfeld integrals of the form:

S~m,n!5
1

2p E
0

2p cosm x

~11C cosx!n
dx (10)

One can refer to appendix A of Ref.@13# for more details.
The circumferential diffusive and viscous fluxes, i.e., the fluxes

through a groove of total length 2p r̄ n, are easier to evaluate
analytically. They read:

Qc
d5rDS E

0

l

hdxD Dc

2p r̄ n
5rDlh̄

Dc

2p r̄ n
for «>0 (11)

Qc
d5rD2S E

xA

l/2

hdxD Dc

2p r̄ n
5rD

Dc

p r̄ n F h̄S l

2
2xAD

1
la

2p
A12~11«!2G for «,0 (12)

Qc
v5

l

12m
h̄3S 11

3

2
G«

2D Dp

2p r̄ n
for «>0 (13)

Qc
v5

1

12m

DP

2p r̄ n F2S l

2
2xAD h̄3S 11

3

2
G«

2D
2

3la2h̄

2p
A12~11«!2~11«!2

la3

3p
~12~11«!2!3/2

1
la

p
~a213h̄2!A12~11«!2G for «,0 (14)

In Eqs.~12! and~14!, xA is the contact point at which the aperture
field becomes zero, see Fig. 4.xA is given by the equation
a cos(2p/lxA)5a(11«).

Taking as reference fluxes, the circumferential fluxes corre-
sponding to«50, i.e.:

Qcre f
d 5rDal

Dc

2p r̄ n
(15)

Qcre f
v 5

5la3

48m

Dp

p r̄ n
(16)

The radial and circumferential fluxes are compared in Fig. 5 as a
function of« for r i51.5 cm,Dr 50.05 cm,a52.5mm, n55. For
«<0, the leak path is purely circumferential whereas a radial leak
becomes possible for«.0. As can be seen from Fig. 5, the radial
and circumferential fluxes are of the same order of magnitude for
extremely small values of«. This indicates that a few radial pas-
sages are sufficient to cause a significant leak compared to the
pure circumferential leak. This is consistent with the very large
aspect ratio of the groove, i.e. 2p r̄ n/l@1. If «c is the value of«
corresponding toQr /Qc'1, it can be also seen that the value of
«c in the diffusive case and the viscous case are quite different
(«c

d;5.9 10213 and «c
v;3.5 1023 respectively!. This is a direct

consequence of the h andh3 dependence of the local fluxes in the
two transport processes. Hence we have 0,«c

d,«c
v!1. We recall

that « characterizes the radial path through the spiral crests in an
average sense only. Therefore, it is not unphysical to consider
very small values of«.

Since the radial/circumferential transition occurs for very small
values of«, one can develop general asymptotic approximations
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of the radial and circumferential fluxes for«→0. After some cal-
culations~one can refer to@13# for the details!, it is found

Asymptotic estimates for radial and circumferential diffusive
fluxes:

Qr
d5rDa2A2p r̄«1/2

Dc

Dr
(17)

Qc
d5rDa

l

2p r̄

1

n
Dc (18)

Asymptotic estimates for radial and circumferential viscous fluxes

Qr
v5

25/2a3

9m
p r̄«5/2

Dp

Dr
(19)

Qc
v5

5a3

24m

l

2p r̄

1

n
Dp (20)

Comparisons~not shown here! between the above estimates and
the exact results~for representative values of ring gaskets under
study! indicate that the asymptotic estimates can be used safely up
to values of« of the order of 1021 ~with a maximum relative error
less than 10% for«;1021 and less than 1% for«<1022).

The total fluxes~radial1circumferential! obtained from the
above asymptotic estimates are shown as a function of« in Fig. 6.
As can be seen, the leak sharply increases with« for «>«c , as the
leak becomes controlled by the radial flux~with Qr

d/Qc
d

}(«/«c
d)1/2 andQr

v/Qc
v}(«/«c

v)5/2).
The influence of the various geometric parameters on«c can be

obtained from the asymptotic estimates.«c is the value corre-
sponding to radial and circumferential fluxes of the same order of
magnitude. FromQr

d'Qc
d andQr

v'Qc
v , one obtains:

«c
d5

1

2 S l

2p r̄ D
4

(21)

«c
v5

152/5

29/5 S l

2p r̄ D
4/5

(22)

As can be seen, in this model,«c only depends on the geometrical
parameterl/2p r̄ ~ratio of valley width to gasket perimeter!. This
parameter is a small parameter of the problem, i.e.l/2p r̄ !1.
Thus, for a given average radius of the ring,«c only depends onl,
i.e., the radial distance between two crest summits. In particular,
«c is independent of the number of laps of the spiral. Sincel/2p r̄
is a small parameter,«c

d!1 and«c
v!1. Also, it may be noted that

«c
d/«c

v}(l/2p r̄ )3.2, i.e. «c
d!«c

v!1.

We therefore conclude that the sharpness of the radial–
circumferential leak transition is a generic feature of this type of
system, intimately linked to the existence of the small parameter
l/2p r̄ . The exponents of the scaling laws governing the transi-
tion, i.e. Qr

d/Qc
d}(«/«c

d)1/2 and Qr
v/Qc

v}(«/«c
v)5/2 in the present

model, are naturally expected to depend on the details of the
micro-geometry~smaller scale fluctuations! on the crest top. For
example, from the results presented in@14#, one expectsQr

v/Qc
v

}(«/«c
v)2 if the crest microgeometry in the radial direction can be

assimilated to short-range or long-range~fractal! correlated pro-
files.

Leak Regime Identification. In this section, we explore the
possibility of identifying better the type of leak~radial or circum-
ferential! as a function of« ~i.e. in practice the load! from mea-
surements of ‘‘diffusive’’ and ‘‘viscous’’ leaks. We begin with the
definition of the overall diffusivity D and ‘‘transmissivity’’ K of
the gasket,

Qt
d5Qr

d1Qc
d52p r̄rD

Dc

Dr
(23)

Fig. 5 Radial and circumferential fluxes as a function of «.
„a… diffusive fluxes, „b… viscous fluxes.

Fig. 6 Total flux „radial ¿circumferential … as a function of «.
„a… diffusive flux, „b… viscous flux.
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Qt
v5Qr

v1Qc
v52p r̄

K

m

Dp

Dr
(24)

Using the estimates~17!–~20! and choosing aD~resp.a3) as char-
acteristic diffusivity~resp. transmissivity! lead to

K*

D*
5

@K/a3#

@D/~aD!#
5

23/2

9
«5/21

5

24 S l

~2p r̄ ! D
2

21/2«1/21S l

~2p r̄ ! D
2 (25)

Figure 7 shows the evolution ofK* /D* as a function of« ~for
«,0, we have used Eqs.~12! and~14!!. As can be seen from Fig.
7, the evolution ofK* /D* clearly reveals the sharp transition
between the radial and circumferential leak regime. Whereas this
ratio decreases as« diminishes~i.e. as the load increases! in the
dominant radial regime~larger«! and the dominant circumferen-
tial regime ~«,0!, the evolution is the opposite in the transition
regime. Also, it may be noted that the variation in the transition
regime is of several orders of magnitude. A more detailed view of
the evolution in the transition zone is also shown in Fig. 7~b!.
Three main sub-zones can be distinguished, depending on the val-
ues of«. For «,«c

d , the circumferential contribution is dominant
both for the viscous and diffusive leaks.K* /D* does not vary
significantly with« in this sub-zone near«c

d . For «c
d,«,«c

v , the
dominant leak regime is radial for the diffusive leak but it is still
circumferential for the viscous leak.K* /D* decreases with« in
this sub-zone. For«c

v,«, the radial contribution is dominant both
for the viscous and diffusive leaks.K* /D* increases again with«
in this sub-zone.

The results presented in this section can be summarized as
follows;

1. the radial leak is the most critical since it is very sensitive to
a small change in the equivalent aperture«.

2. the radial/circumferential leak transition is sharp~i.e. is ex-
pected to occur over a small variation of the applied load!. This is

a generic feature of the system studied, which is a consequence of
the very large aspect ratio of the groove, 2p r̄ /l@1.

3. it is much better to operate the ring gasket in the circumfer-
ential regime

4. the radial/circumferential leak regime transition can be de-
tected by combining measurements of diffusive and viscous leak
as a function of the load.

4 Influence of an Error of Form
Errors of form can be viewed as flatness surface defects, e.g.,

@15#, with characteristic lengths in the plane significantly greater
than the roughness length scales. For example, measurements on
the facing surfaces of a model ring gasket,@11#, revealed a wavi-
ness of angular period of about 30 deg and of mean amplitude 1
mm on the metallic rough surface. Consistently with the leak mea-
surements reported in@11,7#, the presence of errors of form can
presumably favor the existence of radial passages and therefore
may be thought as very detrimental to tightness~the issue re-
mains, however, somewhat controversial since it is sometimes ar-
gued,@16#, that they could become of negligible influence owing
to surfaces elastic deformation at the ring scale induced by the
applied load; this effect, if any, is ignored in this paper!. In this
section, we show, however, that the situation may be more subtle.
We exhibit a situation where the error of form is in fact beneficial
to tightness, at least for the high loads.

The system considered is schematically illustrated in Fig. 8.
The rough surface is identical to the one considered in section 3,
i.e., height variations of the formh1(x)5ar cos(2p/lrx) in the
radial direction wherear is the amplitude of the spiral groove.l r
is the distance between two crest summits in the radial direction
(nrl r5Dr ). The ‘‘smooth’’ surface bears an error of form of
wave lengthlc in the circumferential direction. Defining y as a
curvilinear co-ordinate in the circumferential direction (y' r̄u
whereu varies between 0 and 2p!, the height variations on the
‘‘smooth’’ surface about its mean plane are given by:

h2~y!5ac cosS 2p

lc
yD (26)

whereac is the amplitude of error of form.
Defining«ar as the distance between the plane intercepting the

top of the rough surface crest and the one intercepting the lower
points of the surface bearing the error of form, see Fig. 8, the
aperture field between the two surfaces is defined as

Fig. 7 Evolution of K * ÕD* as a function of «

Fig. 8 Schematic view of the model ring gasket with error of
form on the top surface. Dimensions within the ring as well as
local slopes are grossly exaggerated for clarity.
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h~x,y!5«ar1ar S 12cosS 2p

l r
xD D1acS 11cosS 2p

lc
yD D

(27)

if h(x,y)>0 ~otherwiseh(x,y) is set to 0; hence again, a simple
geometrical erosion rule is applied when the two surfaces are in
contact, which corresponds to«<0!.

Three main cases can be distinguished depending on the respec-
tive values ofac andar . Whenar@ac, the error of form does not
affect the leak. This case has been studied in section 3. In the
opposite case, whenar!ac, the leak is controlled by the error of
form and is radial up to full closing of the apertures. Therefore,
one expects major leaks and the gasket can be considered as to-
tally defective in this case. The interesting case is therefore when
the two amplitudes are of the same order of magnitude.

We now proceed to the estimate of the radial and circumferen-
tial fluxes under this circumstance~only the viscous leak is con-
sidered, similar results can be obtained for the diffusive leak!. In
this model, the radial leak is the leak through a series ofnr sinu-
soidal constrictions~saddle points!. The elementary conductance g
of this type of constriction has been the subject of a detailed study
that will be presented elsewhere. It reads~for sufficiently small
h0),

g5
6

7
h0

3A hxx

2hyy
(28)

whereh0 is the aperture at the saddle point,hxx ~resp.hyy) is the
second derivative with respect to x~resp. y! of the aperture field at
the saddle point.g is defined by the relationQ5g/12mdP where
Q is the flux~volume flow rate, m3/s! through the constriction and
dP the pressure difference across the constriction.

Making use of Eq.~28! leads to express the radial leak as:

Qr
v5nc

g

12m

Dp

nr
5

1

12m

6

7
~2ac1«ar !

3Aar

ac

2p r̄

Dr
Dp (29)

where«ar12ac5h0 is the distance between the plane intercept-
ing the spiral crest top and the one intercepting the highest points
of the error of form~see Fig. 8!. nc52p r̄ /lc is the number of
radial leak paths.

The circumferential leak is estimated as the leak through a se-
ries of nc3nr constrictions along the spiral groove. Using again
expressions similar to Eq.~28! leads to:

Qc
v5

g

12m

Dp

ncnr
5

1

12m

6

7
ar

3~21«!3Aac

ar

l r
2

2p r̄Dr
Dp (30)

In what follows, we concentrate on the range of apertures corre-
sponding to«<0, i.e. from the ‘‘first contact’’~«50! where the
leak is still radial up to a full circumferential leak~assumingac
,ar). In order to evaluate the impact of the error of form, we
compare the overall transmissivity of the gasket in the presence of
the error of form (ac.0) with the transmissivity in the absence of
the error of form (ac50). This comparison is made as a function
of the contact area between the two surfaces under the reasonable
assumption that the same applied load should lead to the same
contact area between the two surfaces. Hence, we compare the
transmissivities for identical loads on both surfaces.

The contact surface fraction is defined as

A5
Sc

S
(31)

whereS is the ring total area,S52p r̄Dr and Sc is the contact
area. In the absence of error of form,Sc5nr2p r̄2xA
5Dr2p r̄2xA /l r wherexA is the contact point between the upper
flat surface and the grooved surface~see definition below Eq.~14!
and Fig. 4!. Hence, in this case,

A52
xA

l r
(32)

Combining Eq.~29! with the equation givingxA ~see below Eq.
~11!! leads to the following relationship betweenA and«,

«5~cos~pA!21! (33)

In the presence of error of form, the contact surface fraction has to
be determined numerically. As an example, we have takenr̄
51.5 cm, Dr 50.05 cm, ar52.5mm, ac50.8ar , nr55 and nc
53. The contact area as a function of« is computed numerically
using a classical Simpson method in 2D. The contact area in this
case is illustrated in Fig. 9. Figure 9 shows the constrictions along
both the radial and circumferential leak paths. As shown in Fig.
9~b!, for «522a ~wherea5ac /ar) the system reaches its radial
percolation threshold~no radial leak is possible for«<22a!. This
corresponds to a ‘‘critical’’ contact surface fractionAcr with Acr
'0.41 in the example studied.

The comparison procedure is finally the following. We compute
the total flow rate~circumferential1radial! in the presence of er-
ror of form as a function ofA using Eqs.~29! and ~30! and the
relationship between« and A determined numerically. Then the
flow rate in the absence of error of form is determined as a func-
tion of A using Eqs.~33! and ~14!.

The comparison is shown in Fig. 10~where the case of the
diffusive leak is also shown!. For Acc'0.6, the system reaches its
circumferential percolation threshold. For this value of the contact
surface fraction, the groove is closed by the error of form and no
leak is possible in the presence of the error of form. As discussed
above,Acr is the value for which the radial leak path closes up in
the presence of the error of form (Acr'0.41 in Fig. 10!. This
value corresponds to the radial percolation threshold. Recalling
that the leak is purely circumferential in the absence of error of
form in the range of« studied, the results shown in Fig. 10 can be
discussed as follows. ForA<Acr , the leak regime is dominantly
radial with the error of form. Consistently with the results of
section 3, the flow rate is several orders of magnitude greater than
in the absence of error of form. Thus, for low and moderate loads,

Fig. 9 ‘‘Unrolled’’ view of contact area „in black … and aperture
field for the system with error of form. Constrictions along the
circumferential and radial paths are shown. For «ËÀ2a, only a
circumferential leak is possible as shown in «c

d
„b….
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the error of form has a very detrimental effect. However, this is
exactly the opposite for high loads corresponding toAcr<A
<Acc owing to the partial closing of the groove by the error of
form. The error of form is then beneficial to tightness. The value
Acr corresponds to the radial/circumferential regime transition in
the presence of error of form. As in section 3, the transition is
rather sharp and characterized by a very large variation of the leak
flow rate as a function of the contact area, i.e., the load.

The sharpness of the transition in the presence of the error of
form can be discussed in more details from the ratioQr

n/Qc
n .

Using Eqs.~29! and ~30!, this ratio is expressed as

Qr
n

Qc
n

5S 2p r̄

l r
D 2S 1

a D S «8

2~12a!1«8D
3

(34)

where «85«12a ~and as beforea5ac /ar). No radial leak is
possible for«8<0. In Eq. ~34!, (2p r̄ /l r)@1, anda'O(1). In
the example studied above, (2p r̄ )/l r) is on the order of 103 and
can still be much larger in the applications. From Eq.~34!, we
therefore conclude that the radial/circumferential transition is very
sharp sinceQr

v/Qc
v}(«8/«c8)

3 with 0,«c8!1 ~where, as before,
«c8 is the value of«8 corresponding toQr

v/Qc
v'1).

5 Conclusions
Two aspects of the leak through a model spiral groove ring

gasket have been studied. The evolution of the leak flow rate as a
function of the load is characterized by a transition from a domi-
nant radial leak~low to moderate loads! to a circumferential leak
along the spiral groove~higher loads!. Owing to the very large
aspect ratio between the total length of the groove and its typical
width, it is much better to operate the gasket in the circumferential
regime.

Taking advantage of the fact that a diffusive process explores
the aperture field whereas a viscous flow explores the cube of this
aperture field, it has been shown how diffusive and viscous leak
results could be combined for detecting~or confirming! the radial/
circumferential transition. Although not shown in this paper, this
result also holds in the presence of errors of form.

In general, errors of form are shown to be very detrimental to
tightness as they favor radial leaks. However, when the amplitude
of the error of form is on the order of the groove depth, it has been
shown that they could lead to partial closing of the groove for
high loads, which is beneficial to tightness. Hence, contrary
to what it is generally thought, errors of form could improve
tightness.

In the examples studied, the transition between the radial and
circumferential regimes is sharp and characterized by leak flow
rate variations of several orders of magnitude for very small ex-
pected variations of the contact area. This appears to be a generic
feature of the system studied, which is directly related to the very
large aspect ratio between the total length of the groove and its
typical width. At least qualitatively, it would be very interesting to
check whether or not this feature, i.e. the sharp transition, is ob-
served in experiments.

The present study suggests that the fact that such a transition is
not observed for a given gasket could be an indication that the
leak is predominantly radial over the range of loads imposed.

Naturally, one must keep in mind that the geometrical represen-
tation of a face turned surface chosen in the present work is very
simplified. Consideration of more realistic models of the surface
local geometry is needed. Work in this direction is in progress.
Also, it must be emphasized that the analysis presented in this
paper is based on a somewhat crude model of surface deforma-
tion, i.e., a simple geometrical levelling of the asperities. Further
works is certainly needed for assessing the impact of surfaces
deformation on the aperture field, notably in the presence of errors
of form.
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trêmes’’ encouraged by CNES, Snecma-Moteur, EDF and CNRS.
We thank all the colleagues involved in the GDR for fruitful
discussions.

References
@1# Brunet, J. C., Poncet, A., and Thrihle, P., 1994, ‘‘Leak-Tightness Assessment

of Demountable Joints for the Super Fluid Helium System of the CERN Large
Hadron Collider~LHC!,’’ Advances in Cryogenic Enginering, 39, pp. 657–
662, P. Kittel, ed., Plenum Press, New -York.

@2# Butcher, H., 1973, ‘‘Fundamental Principles for Static Sealing With Metal in
High Pressure Field,’’ ASLE Trans.,16, pp. 304–309.

@3# Yanagisawa, T., Sanada, M., Tanoue, H., Koga, T., and Hirabayashi, H., 1990,
‘‘Fundamental Study of the Sealing Performance of a C-Shaped Metal Seal,’’
Proceedings of the 2nd International Symposium on Fluid Sealing, pp. 389–
398, La Baule, France.

@4# Blanc, R., Henry, R. P., and Leclerc, J., 1981,Guide de l’étanchéité, Vols. 1 et
2, Société Française du vide, Paris.

@5# Stauffer, D., and Aharony, A., 1992,Introduction to Percolation Theory, Taylor
& Francis.
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Unsteadiness of the Port Feed
and Jet Flows Within a Gas
Turbine Combustion System
This paper describes an experimental investigation on a gas turbine combustor geometry
that is typical of current aerospace applications. The isothermal investigation has con-
centrated on the flow approaching and passing through a primary port, and the subse-
quent jet formed by this flow within the flame tube. It is widely accepted that the jet
formed by a port in such a geometry is influenced by the mean approach flow conditions.
This paper, though, addresses whether the high levels of turbulence and unsteadiness, as
is typically found within the approach flow of these systems, can also affect the time
dependent jet and flow field generated by the port. Measurements using both hot wire
anemometry (HWA) and a three component Laser Doppler Anemometry (LDA) system
were therefore used to characterize the flow field. Cross correlation of simultaneous
measurements indicated that velocity fluctuations in the feed annulus correlate with fluc-
tuations inside the port and flame tube. The sign and magnitude of the correlations are
presented between various feed annulus, port and flame tube spatial locations.
The results suggest the time dependent external flow field can influence the flow field
within the flame tube and hence, potentially, flame stability, mixing and
emissions.@DOI: 10.1115/1.1637629#

1 Introduction
Air issuing from the compressor within a gas turbine engine is

initially decelerated by the combustor diffuser system, prior to
being distributed around the flame tube to the various porous fea-
tures. This external flow, together with the flame tube porosity
distribution, determines the complex flow field that is generated
within the flame tube. For example, air supplied to the flame tube
ports is accelerated to form jets within the flame tube that impinge
on one another, to create large scale recirculation and mixing re-
gions. If efficient combustion and a satisfactory temperature
traverse is to be achieved then it is important that such aerody-
namic flow features form the correct mixing patterns and flow
fields inside the flame tube. Furthermore, recent developments of
ever more stringent emissions legislation necessitates tighter con-
trol of fuel/air ratios, while the need to operate at leaner fuel air
ratios can lead to problems associated with unsteady heat release.
Such developments mean that the need to generate the correct
flow field within the flame tube is of increasing significance, but
consideration must be given to both the mean and instantaneous
flow fields. With this in mind the current paper investigates if
unsteadiness, as typically found in the flow supplied to the flame
tube ports, can affect the jet characteristics and contribute to un-
steadiness of the flow distribution within the flame tube.

Current advanced core engines usually incorporate dump dif-
fusers in which a pre-diffuser, located immediately downstream of
the compressor, is followed by a recirculating ‘‘dump’’ region
which surrounds the flame tube head. Fishenden and Stevens@1#
characterized the flow in such systems and noted that large
amounts of turbulence are generated in the dump region. This is
partly due to the unstable nature of the flow as it passes around the
flame tube head and enters each feed annulus. Such effects influ-
ence both the mean profile and the turbulence levels within each
downstream feed annulus. For example, measurements such as
those undertaken by Carrotte et al.@2# indicate feed annulus tur-
bulence intensities that can be in excess of 30%. It is widely

accepted that the mean flow field in the feed annulus region af-
fects the subsequent jet formed within the flame tube by the flow
which enters the port. For example Lefebvre@3# describes the
variation of hole discharge coefficient and initial jet angle based
on gross features such as the feed annulus mean dynamic head
and the mass flow passing through the port, relative to that ap-
proaching the port. Other workers including Griffiths@4# have
indicated how local mean flow features within each feed annulus
can also influence the jet characteristics. However, very little con-
sideration has been given to the unsteady flow characteristics of
the feed annulus and port flows. Furthermore the continuing desire
to minimize the pressure drop across the flame tube liner increases
the likelihood for potential coupling between the feed annulus
flow unsteadiness and the time dependent patterns generated by
the port flows within the flame tube.

In this paper results are presented from a program of work
which has been conducted on a facility incorporating a modern
aerospace gas turbine annular combustor geometry. An experi-
mental facility has been designed in which detailed mean and
turbulent measurements can be made of both the external and
internal flame tube velocity fields. The experiment has been con-
ducted under isothermal conditions so that an understanding of the
aerodynamic processes may be gained in isolation from the com-
plications associated with the combustion process. Both Laser
Doppler Anemometry~LDA ! and hot wire anemometry~HWA!
measurements have been used to characterize the mean and time
dependent flow supplied to a primary port, and the subsequent
flow field generated by this port flow within the flame tube. Using
these data, techniques have been developed to investigate if any
unsteadiness of the primary jet correlates with unsteadiness of the
feed annulus flow. Such results are not only significant in terms of
the potential effect on combustor performance, but also on how
numerical simulation of such combustor flow fields should be un-
dertaken.

2 Experimental Facility and Instrumentation
The experimental facility was designed to ensure the aerody-

namic features of the test facility were representative of a modern
annular combustion system, while allowing instrumentation ac-
cess to all areas of interest. This latter requirement dictated the
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need for a 45° sector rather than a complete annular combustion
system. A detailed description and geometrical definition of the
test facility is given by Griffiths@4#.

Atmospheric air is drawn into a plenum before entering the
vertically mounted test facility via a flared inlet duct. The test
section incorporates a three burner sector flame tube segment,
obtained from a sectored civil combustion chamber, and this seg-
ment is located downstream of a 1.4 area ratio pre-diffuser~Fig.
1!. The flame tube incorporates two rows of chuted ports circum-
ferentially positioned so that~i! opposed primary ports are aligned
with, and midway between, each fuel injector and~ii ! the opposed
secondary ports are midway between primary ports. Pressure cas-
ings and endwalls are manufactured from Perspex and can incor-
porate up to ten windows so as to provide optical access to the
center burner sector. On exit from the test section air passes into
the exhaust plenum, situated directly below the test rig, prior to
being expelled to atmosphere. Within the exhaust system two cen-
trifugal fans are incorporated to provide the required pressure rise
to draw air through the facility.

For the results reported in this paper the test facility was oper-
ated at an inlet Mach number of 0.12. A series of throttles within
the bleed ducts, through which air passed to simulate that used for
turbine cooling, ensured the correct division of mass flow to the
various flame tube features. It should also be noted that great
effort was made to reduce the instabilities that are associated with
the feed annulus/sector sidewall flows that usually occur within
sector rigs. Flow conditioning in these critical regions resulted in
the circumferential static pressure gradients within each feed an-
nulus being sufficiently small to indicate negligible flow migration
into the central measurement sector due to the side-wall presence
~Griffiths @4#!.

The data presented in this paper mainly relate to flow in the
central burner sector which passes from the outer feed annulus
and into the primary port located on the edge of the sector~i.e.
midway between fuel injectors!. Measurements are also presented
that show the subsequent trajectory of this fluid within the com-
bustion chamber. The measurement locations are defined in terms
of the port diameter, D, whilst the velocity information is pre-
sented in terms of u, v and w components that are relative to the
axes of the flame tube~Fig. 1!. All the information presented has
been obtained using laser doppler anemometry~LDA ! and hot
wire anemometry~HWA! measurement systems.

The Dantec fibre optic LDA system consists of two probes; the
2-D probe emits two pairs of beams~green and blue!, and the 1-D
probe emits a single pair~violet!, where the colors indicate differ-
ent wavelengths of light. Processing of the signals is done in the
frequency domain using enhanced burst spectrum analysers
~BSAs!. Most of the data presented were obtained from simulta-
neous 3-D measurements using both of the probes which resulted
in an elliptical measurement volume of major and minor dimen-
sions 300mm and 150mm respectively. Further spectral and cor-
relation information was provided by measurements with one or
more single hot wire anemometry probes. Note that whereas the

LDA system can define three orthogonal velocity components
~u,v,w!, the single hot wire probe sensor records a single velocity
that is sensitive, by varying degrees, to all three velocity compo-
nents.

3 Data Reduction
The velocity information is presented in terms of the velocity

measured in the central passage region at the pre-diffuser inlet
~U in!, whilst dimensional information is typically expressed in
terms of the primary port diameter~D!. Further information is
presented in terms of velocity correlations and these are defined in
the following section.

In order to determine if the flow in one region was dependent
on the flow in another, a cross correlation function was used. For
a pair of time history records,u1(t) andu2(t), for which only the
turbulent velocity components are considered then the cross cor-
relation between the signals is:

Ru
18u

28
~t!5 limT→`

1

T E
0

T

u18~ t !u28~ t1t!dt (1)

As indicated by Lynn@5# this is based on a digital representation
of a finite record of the velocity signals. In this paper a nondimen-
sionalized form~see, for example, Bradshaw@6#!, is used such
that:

Cross Correlation Function~CCF!5
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Note that, in general, a CCF value of one typically indicates total
correlation between the signals while zero indicates no correla-
tion. Furthermore, a positive correlation means that, for example,
if u1 increases thenu2 will also increaset seconds later. Alterna-
tively a negative correlation suggests an increase inu1 is accom-
panied by a decrease inu2 and vice-versa.

For a single velocity record an auto correlation function can be
similarly defined such that:

Auto Correlation Function~ACF!5
Ru

18u
18
~t!

Au18
2
•Au18

2
(3)

Hence this function relates a single signal to a shifted version of
itself and this can be used to provide an indication of the flow
time and length scales in the streamwise direction. In addition the
spectral densities, E~f!, that are presented indicate how much tur-
bulent energy is contained within a single velocity signal at a
given frequency. These were derived using a Discrete Fourier
Transform of the original time history, obtained from a single hot
wire probe, that was typically split into eight blocks and averaged.
The autocorrelation function, Ru1u1(t), was actually obtained
from the derived spectrum using the Wiener-Khinchin relation-
ship, i.e.:

Ru
18u

18
~t!5E E~ f !ei2p f td f (4)

4 Experimental Errors
Due to the complex nature of the flow field there is a wide

variation in mean velocities and turbulence intensities so no esti-
mate of LDA errors can be made that applies to the entire flow
field. The major sources of error associated with the LDA tech-
nique take the form of either statistical or systematic errors. The
statistical errors arise from the discrete and finite number of
samples that are used to determine the mean quantities of a con-
tinuous flow. Typically some 10,000 statistically independent
samples were used to calculate the time averaged mean and tur-
bulent flow quantities. For a 99% confidence interval and an rms

Fig. 1 Test geometry
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value of 0.04 U in, this gives an estimated error in the mean val-
ues of60.01 U in. The systematic errors associated with the mea-
surements include those associated with the finite resolution of the
processors~which is relatively small! and the alignment of the
laser beams. An estimate of the typical alignment errors~;10
mm! on the transformation matrix used to obtain the derived ve-
locity components suggests errors in the mean value of60.005
U in. The systematic errors also include those associated with sta-
tistical bias caused by the influence of flow velocity on the num-
ber of seed particles passing through the measurement volume.
This velocity bias is countered by the use of residence time
weighting, as described by Edwards@7#, with the correction only
becoming significant in regions of very high turbulence intensity.
The above analysis suggests errors in the overall measured mean
velocities are typically60.02 U in and, based on a similar analy-
sis, errors in the fluctuating velocities are thought to be of order
60.03 U in.

The intrusive nature of the hot wires can introduce errors in the
measured mean and fluctuating velocity components. Furthermore
errors in the mean quantities can arise where the local turbulence
intensity exceeds 30% of the local mean value. For these reasons
the LDA system was used to determine the mean and turbulent
flow quantities whilst the HWA system was mainly used for de-
termining frequency information or the correlation between two
fluctuating velocity signals. The signals were sampled typically at
a frequency of 10 kHz over a period of 5 s. Errors in the absolute
velocities on these derived spectral and correlation quantities is
thought to be relatively small. For the CCF data an indication of
the background noise is given experimentally by~i! obtaining a
CCF for two points in the test rig that are not correlated and~ii !
the values typcally obtained at large time shifts~t! where the
signals are no longer correlated. Both methods suggest that typi-
cally the absolute value of a CCF should be greater than 0.05 for
some correlation to exist between the two velocity signals.

5 Results and Discussion
The flow distribution approaching the outer sector edge primary

port is indicated by measurements in the vicinity of the port lead-
ing edge~Fig. 2!. Data are presented in the central passage region
of the outer annulus, upstream of the port, and at the leading edge
of the port. As has been described elsewhere~for example Fish-
enden and Stevens@1# and Carrotte et al.@8#! the mean velocity
profile at entry to the feed annulus can be strongly biased, display-
ing a peak close to the surface of the flame tube. This bias is
clearly evident in the measured data, both upstream of the port
and at the leading edge. The biased profile is due to the impinge-
ment region on the flame tube head, the resulting wall jet, and the

curvature effects around the flame tube head. This unstable flow
region, together with the dump cavity recirculation, also generates
high levels of turbulence thereby accounting for the relatively
large rms velocity values~Fig. 2!. Comparison with the mean
velocity profile indicates rms levels for each component of be-
tween 25% and 50% of the mean velocity, although much greater
instantaneous perturbations in velocity are obviously observed.
Thus, although the time averaged velocity at all locations is posi-
tive, the high turbulence levels indicate the flow undergoes tran-
sitory periods of reverse flow across most of the passage height.

Circumferential variations in the flow field are present within
each feed annulus due to, for example, wakes from burner feed
arms~Griffiths @4#!. Nevertheless the same basic flow character-
istics ~i.e. a biased flow distribution with high turbulence levels!
are presented to the primary ports at all the various circumferen-
tial locations. These characteristics are typical of those found
within a modern aerospace combustion geometry.

5.1 Time Averaged Port Flow Data. The passage of flow
into the port from the feed annulus has been determined from
numerous traverses obtained on an axial plane passing through the
center of the sector edge primary port. Information from two such
traverses is presented in Fig. 3. Throughout this region, the swirl
~W! component is virtually zero and so only the streamwise~U!
and radial~V! velocity components are presented.Fig. 2 Time averaged profiles in the port leading edge region

Fig. 3 Feed annulus and port flow profiles: a… „XÕDÄÀ0.27…;
b… „XÕDÄ0.00…
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At X/D520.27 the relatively high streamwise~U! velocities at
entry ~Y/D50.0! to the port~Fig. 3~a!! are remnants of the bias in
the approach velocity profile~Fig. 2!. In contrast, the increasing
magnitude of the radial velocity component in the vicinity of the
port reflects the influence of the port on the feed annulus flow.
Now clearly for the flow to pass through the port and enter the
flame tube, it must undergo a reduction in streamwise momentum
and an increase in radial momentum. However, inside the port the
mean radial~V! velocity magnitude decreases at this axial loca-
tion whilst the streamwise~U! velocity decreases and then in-
creases towards the port exit plane. Furthermore, negative stream-
wise velocities are observed further upstream in the port leading
edge region~Fig. 2!. This suggests that, despite the hole plunging,
flow separation is occurring off the forward lip of the port. This is
also supported by an increase in the radial rms velocities in this
region. This separated region will be affected by the degree of bias
in the approach velocity profile. Flow through the center and in
the rear half of the port is more typically indicated by the velocity
profile measured at X/D50.0 ~Fig. 3~b!!. At this location the bi-
ased approach profile can no longer be observed as the streamwise
velocities within the inner 70% of the feed annulus reduce due to
the effect of the port. In addition, the influence of the port on the
radial velocity within the feed annulus can also be observed. In-
side the port, the streamwise velocity steadily decreases and the
radial velocity increases in magnitude up to a maximum value
near the port exit plane as would be expected. However, at this
exit plane the streamwise velocities are still positive, thereby sug-
gesting that the jet will enter the combustor at an inclined angle
rather than perpendicular to the exit plane of the port. In terms of
the fluctuating~rms! velocities at the port exit plane these are
comparable with those observed in the approach flow.

The supply of flow from the feed annulus and its passage
through the port explains many of the features observed in the jet
formed by the port. Such features have been described by Griffiths
@4# from which contours of mean radial velocity are presented at a
port exit plane located within the flame tube, approximately 0.1 D
from the trailing edge of the port chute~Fig. 4!. In addition, vec-
tors indicating the combined U and W velocity components have
been superimposed on this diagram. These vectors indicate a
movement of fluid around the jet, with some of this fluid being
drawn back upstream towards the port as part of the vortex for-
mation process in the lee of the jet. The radial velocity contours
show the location of the jet core, with nearly all of the flow
entering through the rear half of the port. Note that the relative jet
and combustor velocities mean that this is not due to jet deflection
by the combustor flow, thereby confirming the presence of a sepa-
rated flow region from the leading edge of the port. The finite U
components in the core mean the jet enters the combustor at an
angle ~of between 75° and 80°!, as suggested by previous mea-
surements, rather than perpendicular~90°! to the port. Within the
jet core, local turbulent~rms! velocity fluctuations are high, up to

30% or 40% of the local mean velocities. This is due to the supply
of highly turbulent fluid and its subsequent deflection through the
port.

The experimental data presented indicate the changes in stream-
wise and radial momentum undertaken by the flow as it is de-
flected to pass through the port. Relative to a plenum fed jet, the
effect of the initial streamwise momentum has been indicated in
terms of port leading edge separation, initial jet angle etc. How-
ever, the fact that the initial mean velocity of the flow in the feed
annulus affects the jet issuing from the port into the combustor is
not surprising. Parameters such as the hole discharge coefficient
and jet angle depend on the approach flow including, for example,
the proportion of this approach flow which enters the port~Leve-
bvre @3#!. Although such correlations are based on bulk velocity
characteristics they do indicate that the mean flow characteristics
of the jet are influenced by the feed annulus flow field. However,
it is not so easy to determine whether the flow unsteadiness within
the feed annulus affects the flow within the flame tube, or whether
the pressure drop across the liner is sufficient to de-couple such
effects.

5.2 Time Dependent Port Flow Characteristics. The time
dependent flow characteristics are mainly presented in terms of
the spectra obtained from single hot wire anemometry measure-
ments. As an example a typical spectra observed in the feed an-
nulus upstream of the port is presented~Fig. 5~a!! whilst the gra-
dient ~25/3! associated with the inertial subrange of turbulent
scales~see for example Bradshaw@6#! is also indicated. The data
suggest that the mean frequency associated with the inertial sub-
range scales is of order 1 KHz at the current operating conditions.
Based on the inlet velocity~U in! and the port diameter, this 1
KHz frequency corresponds to a Strouhal number of approxi-
mately 0.35. The spectra are broadly similar across the height of
the feed annulus with only minor differences being apparent at the
lower energy containing frequencies. These differences, though,

Fig. 4 Port exit plane mean velocity contours and vectors
„Griffiths †4‡…

Fig. 5 Feed annulus time dependent characteristics: a… fre-
quency spectra; b… autocorrelation functions
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are more apparent in the auto correlations presented at two loca-
tions across the feed annulus~Fig. 5~b!!. The largest flow time
scales are indicated by the time~t! at which the ACF initially
crosses the abscissa, indicating the signal is no longer correlated
with itself over this and greater time periods. Hence the correla-
tions indicate that the largest flow time scales are less than 5 ms
close to the flame tube, but are greater than 20ms close to the
outer casing. Together with the local flow velocity this indicates a
length scale, in the streamwise direction, of at least 5 or 10 times
the port diameter. In other words, the length scale in the stream-
wise direction is not comparable with the feed annulus height but
is associated with a much larger dimension such as that of the
upstream dump cavity.

The feed annulus frequency spectra can be compared with the
spectra measured at the port exit plane~Fig. 6!. It can be seen that
the rms fluctuations at frequencies less than 600 Hz are signifi-
cantly increased as the flow passes from the feed annulus and
through the flame tube port to form the jet core. In comparison the
fluctuations are reduced in the jet leading edge region, although
there is a small rise in the spectra centerd at approximately 450
Hz. Based on the hole diameter and mean velocity through the
port this corresponds to a Strouhal number of approximately 0.15
and is thought to be associated with the flow that separates off the
port leading edge. A typical probability density function of veloc-
ity about the mean value is also presented for this region~Fig. 7!.
Note the bi-modal nature of this distribution which was observed
at the same location as those obtained by Griffiths@4# using LDA
equipment. Whereas the hot wire is sensitive to various velocity
components, the LDA measurements indicated that the bi-modal
behavior was primarily associated with the radial velocity compo-
nent. The velocity distributions in the leading edge region may
suggest that the jet is moving between two preferred spatial loca-

tions. However, the lack of a well defined peak in the frequency
spectra indicates this movement is not occurring at a specific fre-
quency.

The mean flow field and some of the turbulent characteristics
both within the feed annulus and port exit plane have been de-
fined. By cross correlating some of these measurements it is pos-
sible to determine if unsteadiness in the approach flow is influ-
encing the unsteadiness observed at the port exit plane.
Furthermore, if this proves to be the case then additional measure-
ments can be used to determine if this feed annulus unsteadiness
can influence the flow further within the flame tube.

5.3 Feed AnnulusÕPort Exit Coupling. The range of spa-
tial locations at which signals were correlated is presented~Fig. 8!
with the cross correlations being presented in nondimensionalized
form ~Eq. ~2!!. As an example a hot wire probe was held station-
ary inside the flame tube at the center of the primary port~location
A, Fig. 8! whilst a second probe was initially placed close by
~within 1 mm!. This second probe was then traversed radially
outwards through the port into the outer annulus and, for illustra-
tion purposes, the cross correlations at two of these locations are
presented~Fig. 9!. As expected the magnitude of the correlation
decreases when the probes move further apart, as the turbulent
eddies lose their individuality due to mixing. In addition the time
at which the signals correlate also increases due to the increased
distance between the probes. In this instance, the time delay~t! is
positive and its magnitude indicates that the correlation is convec-
tive rather than, for example, acoustic in nature. Therefore, if a
change in velocity occurs at the location of the upstream~travers-
ing! probe then an associated change is observed by the down-
stream~stationary! probet ms later.

The correlation of signals between the outer feed annulus and
the port exit plane~locations B and C, Fig. 8! were used to estab-
lish if fluctuations of the flow, within the feed annulus, affect the
jets issuing into the flame tube. Initial measurements were made
with one probe positioned within the port exit plane and towards
the front of the port~position B! which, based on the mean flow

Fig. 6 Feed annulus and jet flow frequency spectra

Fig. 7 Instantaneous probability density function in jet leading
edge region

Fig. 8 Cross correlation locations

Fig. 9 Cross correlation of 2 fluctuating velocity signals

Journal of Fluids Engineering JANUARY 2004, Vol. 126 Õ 59

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



field measurements, is in the leading edge region of the jet. The
second probe was traversed radially outwards from the flame tube
to the outer casing, over a distance of 1.57 port diameters~Fig. 8!.
A negative correlation was apparent up to Y/D50.57 followed by
a region of negligible correlation~0.57,Y/D,1.29!, before a
positive correlation was observed beyond Y/D51.29. As an ex-
ample the cross correlation functions at two positions are pre-
sented~Fig. 10!, and indicate CCF values of60.2 with these peak
values occurring at a time delay~t! of approximately 1.5ms.
These data therefore indicate that the flow in the leading edge
region of the jet is negatively correlated with flow that approaches
the port from the inner half of the feed annulus closest to the
flame tube surface. In other words an increase in the approach
velocity of the flow, in this region, results in a decrease of the flow
velocity issuing from the center of the port and vice versa. This
suggests that, for example, the higher approach velocity near the
flame tube results in a larger separation in the port leading edge
region and hence a velocity reduction in the jet leading edge
region.

The stationary probe was positioned towards the rear of the port
~position C, Fig. 8!, which corresponds to the jet core region. The
second probe was again moved radially outwards within the outer
feed annulus. In this case a positive correlation was initially noted
~which persisted up to a Y/D location of 0.71!, followed by a
negative correlation towards the outer feed annulus wall. As an
example, cross correlation functions at the two feed annulus loca-
tions for which data was previously presented are included~Fig.
11!. Note that the correlations are now opposite to that previously
observed between positions 1 and 2 and the port exit plane~i.e.,
1-C is now positive and 2-C is negative!. Comparison with the
data in the jet leading edge region indicates that the maximum
correlation appears at a similar time delay, reflecting the approxi-
mate convection time between the two measurement points. Low
correlation levels are also observed over much longer time inter-

vals. It should be noted, though, that the velocities are correlated
within a turbulent eddy, and the feed annulus time scales~;10 ms
to 20 ms! are much greater than the convection time~;1.5 ms!
between the measurement locations. Hence the correlation over
longer time intervals indicates that the core flow contains turbu-
lent time scales comparable with those observed in the feed annu-
lus ~i.e., flow structures within the feed annulus are passing
through the port!.

The velocity profiles across the annulus can be used in conjunc-
tion with the cross correlation results to illustrate the path of the
air into the port. The correlations suggest that most of the flow
captured by the port originates from the inner half of the feed
annulus. It is already known that most of this flow issues through
the rear half of the port. As the velocity of the flow in the inner
half of the feed annulus increases, the results suggest that:

1. a greater separation region off the leading edge of the
plunged hole occurs thereby reducing velocities in the jet
leading edge region~hence resulting in a negative correla-
tion! and

2. an increase in velocity of the main jet core issuing through
the rear of the port occurs~hence the positive correlation!

The results suggest a possible ‘‘flapping’’ motion as the jet
moves forwards and backwards in response to flow fluctuations
within the feed annulus. In addition, as flow captured by the port
increases, the amount of flow by-passing the port and continuing
down the feed annulus must reduce. This accounts for the negative
correlation between the flow issuing from the port and that in the
outer half of the feed annulus. The jet core cross-correlation re-
sults suggest that the time averaged dividing streamline would lie
at a Y/D location of approximately 0.71. It should be noted that
flow streamlines can be derived from tangents to the local time
averaged velocity vectors obtained from measurements with the
LDA system as illustrated in Fig. 12. The dividing streamline is
defined as that which separates the flow captured by the port from
that passing downstream. Based on this time averaged dividing
streamline it is observed that the size of the streamtube feeding
the port is virtually identical to that indicated by the cross corre-
lation measurements.

The described flow field is thought typical of that associated
with a primary port where flow enters the port mainly from the
upstream direction, with the streamtube captured by the port oc-
cupying approximately half the annulus height. Between the up-
stream and port exit planes mixing causes the turbulent eddies to
lose some of their individuality and hence the degree of correla-
tion reduces. Not surprisingly measurements made at the port
trailing edge indicate a much smaller degree of correlation with
the port exit flow. This is because the correlation is now between
streamtubes captured by the port and that by-passing the port, so
there is some loss of individuality associated with the turbulent
eddies in both streamtubes. It should also be noted that the flow
field is significantly different for other types of ports. For ex-
ample, a dilution port captures a large percentage of the approach

Fig. 10 Cross correlation of feed annulus and jet leading edge
velocities

Fig. 11 Cross correlation of feed annulus and jet core regions

Fig. 12 LDA based time averaged streamlines
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flow with only a small amount of flow passing downstream.
Hence~i! the captured streamtube may almost fill the feed annu-
lus, ~ii ! flow may separate from the feed annulus casing to enter
the port, and~iii ! a portion of the flow typically enters the port
from the downstream direction. This different flow field is
therefore likely to affect the feed annulus/port exit coupling
characteristics.

5.4 Feed AnnulusÕFlame Tube Coupling. Given the corre-
lation between the feed annulus and the port exit flow, further
traverses were performed to investigate the extent to which flow
within the flame tube remained correlated with that in the feed
annulus.

One probe was positioned at the location~X/D520.64, Y/D
50.64!, as indicated by position D on Fig. 8, whilst the second
probe was traversed radially within the flame tube. A positive
correlation was initially apparent, of maximum value 0.32, which
remained over the first port diameter from the port exit plane.
These points coincide with the high velocity region that is the
main core of the jet. This is denoted by region 1 in Fig. 13,
obtained from data already presented by Griffiths@4#, which
shows the time averaged jet trajectory within the flame tube. At
slightly greater distances from the port no correlation was indi-
cated, as the probe moved out of the jet~Fig. 13!, but towards the
flame tube centerline~region 2! a negative correlation was ob-
served with a maximum value of20.15~Fig. 14!. Compared with
region 1 the time delay at which the maximum correlation occurs
increases from approximately 1 ms to 3 ms, presumably due to the
greater distance between the feed annulus and this location. Re-
gion 2, as shown in Fig. 13, encompasses the jet impingement
region and the negative correlation can be interpreted in a variety
of ways depending on the measurement position relative to the jet
impingement. For example, a higher annulus velocity may move

the jet further downstream and thereby decrease the magnitude of
the upstream velocity component created by the impinging flow.
Alternatively, if the probe is outside the impingement region then
a higher feed annulus velocity may indicate higher jet momentum
and impingement thereby reducing the mainstream approach ve-
locity. Although in physical terms the exact mechanisms cannot
therefore be defined the measurements do indicate correlation of
the feed annulus and flame tube centerline velocities.

The observed unsteadiness of a primary jet may be due to a
variety of reasons including, for example, jet on jet impingement.
However, it is clear that some of this unsteadiness correlates with
unsteadiness of the flow being supplied to the port. Furthermore,
although the time averaged dynamic head in the feed annulus can
be relatively small, the instantaneous perturbations about this
mean may be large. Consequently, unsteadiness of the flow within
the feed annulus can influence flame stability, mixing, and ulti-
mately emissions. The design of the combustion system as a com-
plete unit therefore becomes highly desirable, as does the model-
ling of the interaction between the feed annulus and the flame tube
using CFD.

Conclusions
Measurements have been made of the flow in the vicinity of a

primary port within a geometry that is typical of a modern aero-
space gas turbine combustion system. Particular emphasis was
placed on the time dependent flow field for which the following
conclusions have been drawn:

• High levels of turbulence, or unsteadines, are present in the
feed annulus flow approaching the port. The rms velocity fluctua-
tions for each component are typically 25–50% of the mean ve-
locity although instantaneous fluctuations can be greater than
100% of the flow mean velocity. In addition length scales which
contain most of the flow energy are large relative to the feed
annulus height and the port diameter.

• Correlations were observed between the feed annulus veloc-
ity fluctuations and those in the jet core at the port exit plane.
Typical correlation coefficients of60.3 were obtained, depending
on spatial location, with smaller values of reverse sign being mea-
sured in the jet leading edge region. Unsteadiness of the flow
within the feed annulus therefore influences the time dependent
characteristics of the jets entering the flame tube.

• Correlation coefficients of 0.3 magnitude were measured be-
tween the feed annulus flow fluctuations and the jet core inside the
flame tube. Furthermore a correlation of20.2 was measured be-
tween the flame tube centreline, upstream of the jet impingement
region, and the feed annulus flow. Unsteadiness of the feed annu-
lus flow therefore affects the time dependent characteristics of the
flow on the flame tube centerline.

These conclusions are based on measurements undertaken at
atmospheric conditions but the operating condition is well above
any critical Reynolds number. Hence the increased Reynolds
number within a gas turbine engine, due to higher inlet pressures
and temperatures, will have negligible effect on the flow field
characteristics. The data therefore indicate that the pressure drop
across the flame tube liner, as typically generated within a modern
aerospace combustor, is not sufficient to decouple the external
fluctuations in velocity from the flame tube internal flow field.
Hence both the time averaged and time dependent external flow
field can influence the flow within the flame tube and could po-
tentially influence combustion system performance. Furthermore
the results imply that, although computationally expensive, nu-
merical modelling should include the interactions between the
feed annulus and flame tube. For time dependent calculations this
may mean the time varying external flow field needs to be
modelled.

Fig. 13 Flame tube primary jet flow field

Fig. 14 Feed annulus and flame tube cross correlations
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Nomenclature

ACF 5 nondimensionalized Auto Correlation Function~Eq.
~3!!

CCF 5 nondimensionalized Cross Correlation Function~Eq.
~2!!

D 5 port diameter~Fig. 1!
E~f! 5 power spectral density~Eq. ~4!!
Uin 5 inlet velocity used for non-dimensionalizing

U,V,W 5 streamwise, radial, swirl mean velocity components
~Fig. 1!

u 5 instantaneous velocity~U1u8!
u8 5 fluctuating velocity component

PDF 5 Probability Density Function

Ru1u1~t!5 auto-correlation~Eq. ~3!!
Ru1u2~t!5 cross-correlation~Eq. ~1!!
X,Y,Z 5 streamwise, radial, swirl coordinates~Fig. 1!
t, tau 5 time delay
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Analysis of the Influence of Diesel
Nozzle Geometry in the Injection
Rate Characteristic
An experimental research study was carried out to analyze the influence of different
orifice geometries (conical and cylindrical) on the injection rate behavior of a Common-
Rail fuel injection system. For that purpose, injection tests in two different injection test
rigs were conducted. This behavior of the injection rate in the different nozzles was
characterized by using the non-dimensional parameters of cavitation number (K), dis-
charge coefficient (Cd) and Reynolds number (Re). First, some relevant physical proper-
ties of the injected fuel were accurately characterized (density, kinematic viscosity and
sound speed in the fluid) in a specific test rig as a function of the operating conditions
(pressure and temperature). The behavior of both nozzles was analyzed at maximum
injector needle lift under steady flow conditions in a cavitation test rig. Injection pressure
and pressure at the nozzle discharge were controlled in order to modify the flow condi-
tions. In addition, the nozzles were characterized in real unsteady flow conditions in an
injection-rate test rig. From the raw results, the values of the relevant parameters were
computed, and the occurrence of cavitation was clearly identified. The results evidenced
interesting differences in the permeability of both nozzle geometries and a clear resistance
of the conical nozzle to cavitation.@DOI: 10.1115/1.1637636#

Introduction
Performance, efficiency, noise and pollutant emissions in mod-

ern diesel engines are extremely dependent on fuel injection,
which has a direct influence on the combustion process. This is
specially true in high-speed direct-injection diesel engines, where
there is a strong connection between pollutant emissions and the
characteristics of fuel injection. Relevant characteristics are not
only the total amount of fuel injected, but also the instantaneous
fuel mass flow rate introduced into the combustion chamber, and
the evolution of the spray and its interaction with the air@1,2#.
One important phenomenon in this process is the flow behavior
across the nozzle holes in the injectors, whose local features are
affected by the small geometric details of the holes, and are rec-
ognized as being influential on engine performance and emissions
@3#.

One of the strategies for reducing pollutant emissions is to en-
hance the atomization of the fuel spray and the mixing of fuel
with air, by generating smaller and more dispersed fuel droplets.
The most influential parameters on the droplet formation are the
fuel injection rate, the effective flow area, the turbulence and cavi-
tation levels, these two last phenomena being represented by the
Reynolds number and the cavitation numbers@4#.

Due to the strong interconnection between fuel injection rate,
spray formation, cavitation, and pollutant emissions@5# many re-
searchers have undertaken investigation work aimed at developing
different techniques for characterizing the instantaneous fuel in-
jection process. One of the main difficulties these investigations
had to overcome was the small geometrical characteristic of the
nozzles, which make it difficult to measure relevant parameters
such as the flow velocity in the outlet of the injection orifices.

The flow across the holes of a nozzle is controlled by different
factors that can be separated into three categories: operation con-
ditions, orifice geometry and flow properties. In the first category

the upstream pressure and the downstream or back pressure one
can find, i.e. the actual and time-dependent pressure at the orifice
inlet and outlet, respectively. Unfortunately, measuring these pres-
sure values in a real injector in operating conditions is extremely
difficult, if not impossible.

One of the main geometric characteristics of the injector ori-
fices is the variation of the cross-section along the length of the
orifice. This can be described by the so calledk-factor, which
represents the orifice conicity, expressed by Eq.~1!:

k5100
Di2Do

L
(1)

The values ofk-factor can be either positive~convergent conical
hole!, negative~divergent conical hole! or zero~cylindrical hole!.

The radius of the rounding at the orifice inlet is represented by
means of the ratior /D @6–9#. Different researchers have con-
cluded that minor variations in the upstream geometry of the hole
can produce changes in the flow across the orifice@6–11#. Nurick
@8# found a relation between the ratior /D and the occurrence of
the phenomenon known asvena contracta, and he concluded that
r /D values larger than 0.14 were required for avoiding this phe-
nomenon.

In a similar manner, the orifice lengthL is characterized by the
non-dimensional aspect ratioL/D. Qin et al. @9# carried out a
study changing this parameter and were able to find and describe
significant differences in the flow characteristics.

The aim of the present investigation is to shed light on several
aspects of the flow behavior~mainly the fuel injection rate! across
the holes of conical and cylindrical nozzles, and when possible, to
characterize the observed effects by non-dimensional parameters
such asCd, Re,K.

The present paper is structured in four main sections. The pur-
pose of the first part is to discuss some basic aspects of the one-
dimensional flow theory of cavitating flows and to define the rel-
evant parameters that will be used throughout the article. The
second section is dedicated to the experimental set-up used, in
particular the description of the nozzle geometrical characteristics
and the three test rigs used~sound speed test rig, cavitation test
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rig, and injection rate test rig!. The results section shows the com-
parison between the results obtained in the different test rigs used
in the analysis. Finally, the conclusions from all the experiments
carried out are presented.

One-Dimensional Flow Theory
Cavitation is produced due to the low static pressure occurring

in the flow under high-speed conditions near the injector hole
inlet. If the orifice inlet has a small enough rounding, the flow
tends to detach from the boundary layer, thus forming what is
known as a ‘‘vena contracta’’ within the orifice. This flow contrac-
tion at the hole inlet reduces the effective cross-section of the
stream, and consequently flow velocity must increase if mass flow
rate has to be constant. Furthermore, this flow acceleration across
the vena contracta produces a decrease in the static pressure in
that zone. This reduced pressure can drop to the value of the vapor
pressure for the existing temperature, causing a partial vaporiza-
tion of the liquid, generating small bubbles or vapor cavities,
which give the name cavitation@10#. A simple scheme depicting
this phenomenon is drawn in Fig. 1.

The cavitation zone occupies only a fraction of the transversal
section of the orifice, and the liquid flows through the remainder
of the orifice area, this being the effective cross-section with cavi-
tation, A•Cc. The mass flow rate across the orifice under condi-
tions of cavitation is obtained by combining the Bernoulli equa-
tion and the mass conservation equation between sections 1 andC
~Fig. 1!, obtaining:

ṁ5A•Cc•A2•r•~P12Pv! (2)

WhereP1 andPv are pressure values in sections 1 andC, respec-
tively, assuming that in sectionC there are cavitation conditions,
and pressure is equal to the vapor pressure,~0.08 MPa for the fuel
and temperature of the tests!, r represents the liquid density, andA
the geometric cross section of the orifice.

A very important consequence derived from Eq.~2! is that the
mass flow rate through an orifice under cavitation conditions is
independent from the downstream pressure conditions, and for a
given geometry of the orifice, the fuel delivery only depends on
the upstream pressure,P1 , and the vapor pressure,Pv . In these
conditions the model predicts that the orifice is collapsed or under
choke state.

A discharge coefficientCd can be defined between sections 1
and 2 in Fig. 1 which represents the orifice permeability in its
whole:

Cd5
ṁ

A•A2•r•~P12P2!
(3)

WhereP2 is the pressure value at the orifice outlet.
Combining Eqs.~2! and~3!, the discharge coefficient becomes:

Cd5Cc•AP12Pv

P12P2
(4)

Nurick @8# defined the quotient under the square root as a cavitat-
ing parameter and he symbolized it asK. Using this definition of
K, the discharge coefficient can be written as:

Cd5Cc•AK (5)

For high values ofK, i.e. for small pressure differences, there is
no cavitation, theCd value remaining constant or decreasing. In
this caseCd is independent fromK, its variation relying solely on
the Reynolds number.

Critical Cavitation Number. Cavitation conditions in an in-
jector can be represented using some of the different cavitation
numbers proposed in the literature. These are non-dimensional
parameters which made it possible to establish whether the rel-
evant flow conditions in the injector nozzle, that is the pressure
differential, are favorable or not to the occurrence of cavitation.
Definitions of this parameter varies throughout the literature, but
they are mainly based on the pressure difference across the injec-
tor orifice. In this paper, Nurick’s definition will be used:

K5
P12Pv

P12P2
(6)

For cavitating nozzles, the critical cavitation number is defined
Kcrit , corresponding to the pressure drop at which cavitation
starts in the injector orifice. This phenomenon happens at a given
value of the injection pressure, and it is detected by the stabiliza-
tion of the mass flow rate across the orifice, despite the further
decrease in discharge pressure. Hence, cavitation will not be pro-
duced unless the cavitation number, corresponding to these pres-
sure conditions is lower than the critical value (Kcrit).

Influence on the Discharge Coefficient. For low values of
the Reynolds number Re the discharge coefficient increases up to
a certain value of Re~critical Re!, which depends strongly on the
orifice geometry@12#. At this point the discharge coefficient
achieves a value close to its maximum~95%!, from which the rate
of increase is negligible. Taking into account that the Reynolds
number is a function of the flow velocity in the orifice, and there-
fore, it is dependent on the square root of the pressure drop, these
parameters are directly proportional@13#.

Under cavitating conditions, the discharge coefficient only de-
pends on the cavitation number, not on the Reynolds number@14#

Speed of Sound in Fuel. When determining the injection
mass flow rate by means of the Bosch method@15#, which has
been used in the work reported here, the value of the actual speed
of sound in the fuel must be known. The basic equation on which
this experimental method relies is:

ṁ5
At

u
•dP (7)

WhereAt is the transversal area of theInjection Discharge-Rate-
Curve Indicator~IDRCI!, u is the speed of sound in the fuel and
dP is the pressure variation in the IDRCI. Since the value ofu has
a direct influence on the calculated mass flow rate, it is of utmost
importance to compute its value accurately. For this purpose, it
must be kept in mind that speed of sound is mainly dependent on
the fuel characteristics, but also on the local values of fuel tem-
perature and pressure@16,17#

Fig. 1 Cavitation phenomenon in axy-symmetric nozzle
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Experimental Setup
In order to perform a comprehensive analysis of the involved

phenomena, three different test rigs have been employed in this
research, with the aim of measuring speed of sound, cavitation
and instantaneous injection rate. The details of these systems will
be described later.

The injection system used in the experiments is a standard
common-rail system; composed of a high-pressure pump, supply-
ing the required injection pressure at the rail, a fuelling system, a
control system and an injector holder. The whole system is con-
trolled by a Genotec-impulse-generator. The injector is the typical
one from aCommon-Rail, whose three main components are a
control valve, an intensifier plunger and barrel, and a nozzle.

The valve is an electronically controlled solenoid-poppet valve
whose purpose is to start and stop the injection process. The char-
acteristic of the two nozzles used in the present study are shown in
Table 1:

The fuel used for this experiment wasRepsol CEC RF-06-99
with a density of 835.5 kg/m3 at 15°C, and a kinematic viscosity
of 2.67 mm2/s at 40°C.

Speed of Sound Test Rig. As commented previously, one of
the important variables used for computing instantaneous injec-
tion mass flow rate is the speed of sound in the fuel, which is
dependent on the fuel properties and on its pressure and tempera-
ture. In order to accurately assess the speed of sound in actual
injection conditions, a test rig was designed and a methodology
conceived.

The methodology is based on producing a pressure perturbation
in the fuel and to measure the velocity at which the pressure wave
travels through the fuel. This is achieved by measuring the time of
travel of the pressure perturbation along a known distance. The
pressure propagation is measured in the interior of a pipe filled
with fuel at the required values of pressure and temperature. For
this purpose, a test rig as shown in Fig. 2 is used.

The fuel is contained in a pipe system with an inner diameter of
2.5 mm. In order to have a long enough distance between two
points, 20 m of pipe were rolled into a coil, and two pressure

sensors were placed at both extremities. A thermostatic coating
controls the fuel temperature in the pipe, while the whole system
pressure is kept at the desired value by means of a tank filled with
nitrogen and pressurized by an external compressor to a maximum
pressure of 10 MPa.

The pressure perturbation is produced by means of a plain in-
jector and a hand-operated injection pump, and its passage
through the pipe is detected by the two pressure sensors. The
signals of the sensors is sent to a digital oscilloscope, where the
time of travel of the pressure perturbation can be measured, and
its propagation speed can be computed. Speed of sound was mea-
sured at pressure values of 0.1, 2, 4, 6 and 10 MPa, while fuel
temperature was modified between 303 and 333 K in intervals of
5 K.

Cavitation Test Rig. The object of the cavitation test rig is to
determine whether choked flow due to cavitation is being pro-
duced in the orifices of an injector with steady flow conditions.

For this purpose, the injector nozzle to be tested is installed in
a modified injector holder, whose needle can be kept at its maxi-
mum lift, thus allowing the inlet of the orifices to always be wide
open without the need of an electrical signal input. The injection
pressure is controlled by means of the pressure regulator of the
standard injection system and can be fixed at different values, up
to a maximum dependent on the maximum mass flow that the
pump is able to supply. The injector is mounted in a one liter
vessel filled with fuel, where pressure is controlled, fixing the
injector orifice outlet pressure. A sketch of the installation is
shown in Fig. 3.

Pressure difference across the orifice can be kept constant and
since geometry is also fixed, steady flow conditions are achieved.
In order to carry out the test at different pressure differences,
injection pressure, that is pressure at the orifice inlet is kept con-
stant, and the discharge pressure in the vessel is varied.

In order to widely change the flow conditions in the injector
orifice, tests were conducted at values of injection pressure, i.e
orifice inlet pressure of 10 and 20 MPa, while pressure at the
outlet was varied between a minimum value of 0.1 MPa and the
injection pressure. After a short stabilization time, when steady
flow conditions are achieved, mass flow rate across the injector is
measured.

The injection pressure is measured upstream with an AVL
piezo-resistive sensor~Reference 310 P1200E-2.0!. This dis-
charge pressure is measured with a PMA Gmbh sensor~Reference
P40!. Both sensors were calibrated before the measurements with
a Deadweight Pressure Tester. The uncertainty of the discharge
coefficient and critical cavitation number measurements were es-
timated using a standard procedure, as outlined by Holman@18#.

Table 1 Basic nozzle characteristics

Cylindrical nozzle Conical nozzle

k-factor @2# 0 1.5
Outside hole diameter~mm! 0.155 0.137
L/D @2# 5.96 6.56
Injector nozzle type Micro sac Micro sac

Fig. 2 Sound speed test rig

Fig. 3 Cavitation test rig
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The uncertainty obtained for the discharge coefficient and cavita-
tion number were around 1.5% and 0.3%, respectively

Injection Rate Test Rig. The test rig where the measure-
ments of injection rate were carried out is a commercial system,
called Injection Discharge-Rate-Curve Indicator~IDRCI!, de-
picted in Fig. 4, and it enables the display and recording of the
data that describe the chronological sequence of an individual
fuel-injection event.

The measuring principle is the Bosch method, which consists of
a fuel injector that injects fuel into a fuel-filled measuring tube.
The fuel discharge produces a pressure increase inside the tube,
which is proportional to the increase in the mass of fuel. The rate
of this pressure increase corresponds to the injection rate. A pres-
sure sensor detects this pressure increase, and a data acquisition
and display system further processes the recorded data and ren-
ders it visible.

A proportional relationship exists between the integral value of
the pressure and the injected amount of fuel. This relationship,
however, cannot be expressed by means of a constant multiplica-
tion factor. Instead, particular interrelationships exist among
the absolute quantity, the pump speed of rotation, and fuel
temperature.

To have a good estimation of the experimental errors, several
repetitive measurements were carried out at the same test point
~energizing time, Rail pressure and backpressure! and the obtained
dispersion was of about 0.6% respectively with proper calibration
of the equipment

In order to determine the momentary mean quantity, a cumula-
tive measurement process must therefore take place downstream
from the IDRCI. The mean quantity corresponds to the mean sur-
face area of the pressure integral for a recorded sequence of in-
jection events. Five injection pressure values, fixed at the common
rail, were used; 30 MPa, 55 MPa, 80 MPa, 105 MPa and 130
MPa. The backpressure or pressure at the discharge of the injector
was changed between 2 MPa and 18 Mpa in order to change the
pressure difference across the injector, and thus the flow condi-
tions. For all the measurements taken the injector energizing time
was set to 5 ms, which is much longer than the injection event in
that engine~typically 0.7 to 1.2 ms!. This condition makes it pos-
sible to produce a stable injection process and thus to obtain more
consistent results for injection rate characterization and analysis.

The injection rate, fuel injection pressure and the energizing
time intensity signals were recorded using a data acquisition and
display system YOKOGAWA and the in-house developed soft-
ware TRATASA to obtain the injection rate curves.

Results and Discussion

Measurement of Speed of Sound in the Fuel. As com-
mented above, the methodology for the measurement of the speed
of sound in the fuel was carried out with the time of travel across
a known distance of a pressure perturbation in the fuel. Figure 5
shows two examples of the pressure perturbations observed in
such an experiment, at the two measurement points separated by
20 meters in the pipe filled with fuel. The time of travel has also
been plotted in the graphs. The test conditions for this figure cor-
respond to two different pressure values and the same tempera-
ture. It can be corroborated how the increase in pressure produces
a reduction in the time of travel, that is an increase in the speed of
propagation of the pressure perturbations, which is assumed to be
the speed of sound.

Figure 6 presents the ensemble of the results obtained in these
experiments, where the effect of pressure and temperature are
manifest. As expected, the value of speed of sound in the fuel
increases with pressure and decreases with temperature.

In order to make this information easier to use, the data ob-
tained for each value of temperature were fitted to a polynomial
expression as follows:

u5a1b•P1c•P21d•P3 (8)

Wherea, b, c y d are the constants of the polynomial, as given in
Table 2. The determination coefficientR2 shows that the greatest

Fig. 4 Injection rate test rig Fig. 5 Pressure influence on the wave gap at 30°C

Fig. 6 Sound speed u in the fuel as a function of pressure
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part of the observed variability ofu is associated with the variable
P. This means that the obtained polynomial proves a tight rela-
tionship betweenu andP.

Analysis of Cavitation in Steady Flow. In order to charac-
terize the flow across the injector orifice, it is of utmost impor-
tance to know the actual local pressure conditions at the orifice
inlet and outlet. Since the orifice inlet is not accessible and there-
fore the pressure at that point is practically impossible to measure,
an alternative method was used, based on measuring the pressure
drop across the injector holder in a specific preliminary test, and
later subtracting this value from the total pressure drop across the
complete injector.

For this test, the injector tip was cut off from the injector holder
across a normal section just over the orifice inlet, as shown in Fig.
7. The modified injector was installed in the cavitation test rig,
and the pressure drop was modified by varying the downstream
conditions. In this way, a dependence of the fuel mass flow rate
and the pressure drop produced by the injector holder could be
obtained, as illustrated in Fig. 8 for the case of 10 MPa constant
rail pressure. A relationship yielding the value of pressure drop for
a given flow rate can be obtained by a fit to these data, as ex-
pressed by Eq.~9!:

pi2p1520.10310.026•ṁ10.0089•ṁ2 (9)

These particular results should be obviously dependent on geom-
etry and dimensions of the hydraulic circuit between the rail and
the injector orifices. For these tests, the same lines and the same
injector holder was used.

The final results applying this methodology to the two orifice
geometries, conical and cylindrical, are presented in Fig. 9, where
the injection mass flow rate is plotted versus the square root of
effective pressure drop across the orifice (p12p2 as shown in Fig.
1! for two values of rail pressure of 10 and 20 MPa. As explained
before, these measurements were taken in steady conditions of
inlet and outlet pressure.

In the case of the conical orifice, there is a clearly liner depen-
dence of the mass flow rate, while the cylindrical orifice produces
an inflexion in this trend at the highest values of pressure drop,

with almost no increase in mass flow rate. This phenomenon of
mass flow rate being independent of the pressure drop evidences a
case of choked flow due to the appearance of cavitation. As ob-
served, the higher is the upstream pressure~rail pressure! the
larger must be the pressure drop to induce cavitation.

This phenomenon can be identified more clearly using the dis-
charge coefficientCd across the orifice instead of the mass flow
rate. The calculated values of the discharge coefficient by means
of Eq. ~3! are plotted in Fig. 10 for the same test results. The
effect of choking flow in the cylindrical orifice is clearly under-
scored by the important reduction in the value ofCd at low dis-
charge pressure.

A different way of representing the phenomenon of cavitation
are the plots of discharge coefficientCd versus the square root of
the cavitation parameterK, defined by Eq.~6!, as done in Fig. 11,
again with the same set of results already commented. It should be
remembered that as a consequence of the definition ofK, cavita-
tion should occur at low values of this parameter, therefore the
analysis of these curves should be made from right to left on the
horizontal axis.

The curves of Fig. 11 show again the inflexion points where
cavitation starts to take place. The case of the cylindrical nozzle
presents a region of highK values where no cavitation occurs, and
consequentlyCd values increase whenK diminishes. When a
critical value of K is attained, cavitation starts due to the high

Table 2 Polynomial coefficients for Eq. „8… and the determina-
tion coefficient

T @°C# a b c d R2

30 1266.2 2.5187 20.0343 0.00019 0.9875
35 1242.3 2.2613 20.0217 1E-04 0.9892
40 1227.1 2.3746 20.0199 7E-05 0.9919
45 1200.9 2.6867 20.0289 0.00012 0.9922
50 1193.6 2.3161 20.0202 7E-05 0.991
55 1186.4 2.516 20.032 0.00015 0.9906
60 1175.6 1.9278 20.0274 0.00016 0.9944

Fig. 7 Nozzle modification „without sac …

Fig. 8 Pressure loss across the injector holder and the nozzle
sac

Fig. 9 Cavitation test rig results

Journal of Fluids Engineering JANUARY 2004, Vol. 126 Õ 67

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



pressure drop and the value ofCd drops rapidly, as discussed
earlier. This zone of fallingCd corresponds to the choked flow
state, and according to Eq.~5!, the value of the slope corresponds
to the value of the contraction coefficientCc . This value is 0.645
for the case of 10 MPa rail pressure and 0.655 for 20 MPa. The
plots corresponding to the conical nozzle confirm the resistance of
this geometry against cavitation, since very low values ofK are
required to produce some slight evidence of cavitation in the case
of 20 MPa rail pressure. In this case, a very large pressure drop
across the orifice has been forced, as evidenced in Fig. 10.

Figure 12 shows an additional plot that can shed more light on
the phenomenon, whereCd is now plotted versus Reynolds num-
ber Re. In no-cavitation conditions, it is possible to corroborate
thatCd is almost linearly dependent on Re, as seen on the curves
of the conical nozzle and in some portion of the curves of the
cylindrical nozzle. When cavitation takes place, there is no rela-
tionship between these two parameters, andCd drops practically
vertically, that is, at constant Re. This really means that the flow
velocity remains practically unchanged, even though pressure
drop is being increased. These results substantiate once again that
the conical orifice is able to cope with larger values of Re without
any signs of cavitation

It should be taken into account that the values of Reynolds
numbers produced in these tests are smaller than the maximum
values that used to appear in normal injection conditions, mainly
because injection pressure is much higher. However, in these cavi-

tation tests in steady conditions, the maximum pressure drop is
limited by the flow rate produced by the injection pump. Conse-
quently, it seems opportune to investigate the influence of the
higher pressure in real injection conditions.

Real Injection „Injection Rate Test Rig…. The results of the
tests carried out with both injectors, in terms of instantaneous
injection rate versus time, are represented in Fig. 13, in the left
column for the cylindrical nozzle geometry and in the right col-
umn for the conical geometry. Each row corresponds to one value
of injection pressure, and the curves in every plot are produced by
modifying the pressure downstream the injector, according to the
methodology commented above.

All the plots present the same global shape, with rapid varia-
tions during the short periods of needle opening and closing at
start and end of the injection respectively. In between, there is a
long period of stabilization where a slow decay in the injection
rate is produced. The cause of this phenomenon is the decay of the
pressure in the rail, as it can be corroborated in Fig. 14, and it is
due to the emptying of the rail during the long injection time of 5
ms. This general, slow decay is not relevant for the study, and in
the subsequent evaluation, the maximum value of the injection
rate will be considered for the quantitative analysis.

A second general result is that for the same injection conditions,
the cylindrical geometry produces a larger injection rate. This is
due to its larger diameter, as already exposed in Table 1.

When injection pressure at the rail is kept at a low value of 30
and 55 MPa,~first two rows in Fig. 13! the injection rate during
the stabilization phase increases with the reduction of the pressure
downstream of the injector, that is with the pressure drop across
the injector and consequently across the nozzles. In these two
injection pressure values, there is a general behavior in both
nozzle geometries. However, when injection pressure is raised fur-
ther, the cylindrical geometry presents a stop in the increase in
injection rate, even though the pressure drop is being increased.
This is particularly evident in the case of injection pressure 105
and 130 MPa, where the maximum injection rate seems to be
choked. The conical geometry shows the same trend, but the
choking of the nozzle does not appear, even at the highest injec-
tion pressure, i.e. at the highest pressure difference. Comparing
both geometries, it is also clear that the relative differences in
maximum injection rate practically disappear at high pressure dif-
ference, in spite of the larger diameter of the cylindrical geometry.

A better understanding of the results can be gained by plotting
the value of maximum injection rate versus the root of the pres-
sure difference across the nozzle, as done in Fig. 15. From that
plot, it is clear that some choking of the flow across the cylindrical
geometry starts to appear at 55 MPa injection pressure, which is
evident by the inflexion of the curves, and that at 105 MPa, the

Fig. 10 Discharge coefficient for conical and cylindrical
nozzles in the cavitation test rig

Fig. 11 Critical cavitation number

Fig. 12 Discharge coefficient vs. Reynolds number
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nozzle flow is practically cavitating independently from the pres-
sure value downstream. On the contrary, in the case of the conical
geometry, this phenomenon is only slightly visible in the cases of
highest pressure difference.

The same results have been plotted in Fig. 16 in terms of dis-
charge coefficient across the injector nozzle for the maximum
value of injection rate. In no-cavitation conditions, the discharge
coefficient should increase with the pressure difference. This trend

is observed with the conical nozzle, where only at highest values
of pressure drop does the discharge coefficient stop growing, en-
tering a transition zone, where cavitation starts. In the case of the
cylindrical nozzle, the occurrence of full cavitation is evident by
the drop in the discharge coefficient with high pressure difference.
An interesting general result is that the conical nozzle exhibits
greater discharge coefficients, even in non-cavitating conditions,
which demonstrates that this geometry is more efficient.

An additional insight into the phenomenon can be obtained
from Fig. 17, where the discharge coefficient has been plotted
versus the square root of cavitation numberK, as it was done
previously for steady flow conditions in Fig. 11. When comparing
these two figures, similar behavior can be observed, when injec-
tion conditions are comparable.K values close to 1 are required to
produce cavitation, observed by the drop inCd. However, the

Fig. 13 „a–h… Injection rate curves at different injection
pressures

Fig. 14 Pressure drop during an injection event

Fig. 15 Maximum injection rate vs. pressure difference

Fig. 16 Maximum discharge coefficient vs. Pressure
difference

Fig. 17 Discharge coefficient vs. K 1Õ2
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interesting point is that at equal low values of K, the conical
nozzle is more able to resist cavitation than the cylindrical nozzle.

Figure 18 shows again the dependence ofCd with the Reynolds
number for the case of maximum value of injection rate. Due to
the high injection pressures the real Reynolds numbers are higher
than the numbers found in the cavitation test rig, as plotted pre-
viously in Fig. 12. Nevertheless, the same basic phenomena dis-
cussed earlier for steady-flow conditions are evident:Cd is lin-
early dependent on Re only in no-cavitation conditions and in
fully developed cavitation, Re does not characterize the flow pro-
cess. In these conditions,K is the controlling parameter, as shown
in Fig. 17.

Comparison Between Cavitation Test Rig and Injection
Rate Test Rig. In order to shed more light on the set of results
from the steady flow in the cavitation test rig and from the un-
steady real injection conditions, Fig. 19 compares the values of
Cd in the range where similar Re values are available.

At low injection pressure, the cavitation test rig~CTR! pro-
duces similar injection conditions as the Injection Rate Test Rig
~IRTR!. However, since the CTR tests the maximum needle lift is
larger, the pressure drop across the injector body is smaller, and
the discharge coefficient across the nozzle is higher than in the
IRTR.

Another interesting point to analyze is the differences in cavi-
tation occurrence in the cylindrical nozzle, visible in the range of
low injection pressures. At equal Reynolds number, there is no
evidence of cavitation in the tests in the IRTR, while there is in
the CTR. It has been proved in the literature that continuous flow
has a strong tendency to cavitate@19#.

One plausible reason for this phenomenon could be the require-
ment of maintaining for a minimum time the conditions of cavi-
tation needed for producing a complete choked flow in the orifice
@20#. Since the flow conditions in the CTR are steady, the cavita-

tion conditions are continuous, whereas in the IRTR the unsteady
flow causes cavitation conditions during very short periods, so
that the requirements for complete choked flow are more difficult
to fulfill.

Conclusions
An attempt has been made to compare the flow characteristics

produced by two different geometries of injector nozzle holes,
cylindrical and conical, based on an analysis of experimental val-
ues ofCd, Re andK.

Injector nozzles have been tested in steady flow conditions in a
cavitation test rig and in real injection conditions in an injection
rate test rig.

Important differences were found between the flow types in the
conical and cylindrical nozzles, the most relevant being the fol-
lowing:

1. The values of discharge coefficient are higher in the conical
nozzle than in the cylindrical nozzle.

2. The flow in the cylindrical nozzle collapsed at high injection
pressure and Re values due to the formation of cavitation,
while this phenomenon was not observed in the conical
nozzle.

As a general fact for both injector nozzle geometries, it can be
concluded that when no cavitation appeared, the discharge coeffi-
cient of the nozzle can be well related to the Reynolds number.
However, when cavitation appears, Reynolds number is meaning-
less, and the phenomenon is better characterized by the cavitation
number.

Regarding the use of a steady-flow cavitation test rig for char-
acterizing cavitation conditions, the following conclusions can be
highlighted:

At the same injection pressure, higher mass flow rate was mea-
sured in the cavitation test rig than in unsteady real conditions in
an Injection Rate Test Rig. This difference is due to the losses in
the needle, which are higher in the Injection Rate test rig, causing
the upstream pressure to be lower.

At equal values of Reynolds number, cavitation is more prone
to appear in the Cavitation Test Rig than in the Injection Rate Test
Rig. This is presumably due to the unsteady flow conditions in the
IRTR, which do not allow enough time for cavitation to develop.
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Nomenclature

A 5 nozzle area
At 5 IDRCI transversal area

Cc 5 contraction coefficient
Cd 5 discharge coefficient

CTR 5 Cavitation Test Rig
D 5 diameter

Di 5 hole inlet diameter
Do 5 hole outlet diameter
dP 5 IDRCI pressure rise

IDRCI5 Injection Discharge-Rate-Curve Indicator
IRTR 5 Injection Rate Test Rig

K 5 cavitation parameter defined by Nurick
k 5 conicity factor

KCritic 5 critic cavitation number
L 5 hole length
ṁ 5 flow injection rate
T 5 temperature
P 5 pressure

P1 5 hole upstream pressure
P2 5 hole downstream pressure
Pi 5 injection pressure

Fig. 18 Discharge coefficient vs. Reynolds number

Fig. 19 Comparison between CTR and IRTR
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Pv 5 flow vapor pressure
r /D 5 standardized ratio
Re 5 Reynolds number

u 5 flow sound velocity

Greeks

r 5 flow density
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Three-Dimensional Turbulent
Flow in the Exit Head Section of a
Heat Exchanger
Measurements of three-dimensional turbulent flow in the exit head section of a shell-and-
tube heat exchanger were performed using three-component laser Doppler velocimeter.
The test geometry is half of a hemispherical cap with two outlet-tubes and with a cylin-
drical inlet section. Distributions of the velocity vector field, the three mean velocity
components, and the Reynolds stress components are reported, and the complex nature of
flow in the head section and in the neighborhood of the outlet-tube is quantified. The
radial and the streamwise velocity components are of the same order of magnitude in the
neighboring region of the outlet-tubes, and they are not symmetric relative to the center
plane intersection of the outlet-tubes. The friction factor that was measured across the exit
head section of the heat exchanger decreases as the Reynolds number increases from
25,000 to 50,000. These results are useful for validating turbulent flow simulation codes
and are needed for improving the design of the exit head section of shell-and-tube heat
exchangers.@DOI: 10.1115/1.1637635#

Introduction
More than 90% of the heat exchangers that are used in industry

~petroleum, chemical, power generation, and heating/air-
conditioning engineering! are of the shell-and-tube type design
@1#. In such a system, one fluid flows inside the tubes that are
encased in a shell, and another fluid flows through the shell and
around the tubes. The shell is normally cylindrical in shape and
has a hemispherical cap at one end. In the head section, a baffle is
normally placed at the center of the hemispherical cap to separate
the inlet flow to the tubes that are in the shell from the outlet flow
from the tubes as it leaves the shell. In this manner, one half of the
hemispherical cap serves as the inlet head section and the other
half serves as the exit head section of the heat exchanger. Inlet-
tubes are connected to the inlet head section, and outlet-tubes are
connected to the exit head section for bringing in and for taking
out the fluid that flows through the heat exchangers. The flow
characteristics in the inlet head section influence the velocity dis-
tribution inside the heat exchanging tubes that are in the shell of
the heat exchanger and the flow characteristics in the exit head
section influence the velocity distribution in the outlet-tubes that
are connected to the exit head section of the heat exchanger. De-
tailed knowledge of the flow distribution within the heat ex-
changer and in its head sections helps in the design of reliable and
efficient units.

Numerous guidelines and procedures have been published
@2–4# for designing and for determining the overall performance
of shell-and-tube heat exchangers. In addition, few experimental
@5–7# and numerical@8,9# studies have been reported on the over-
all flow characteristics, heat transfer and fouling performance of
these heat exchangers. Unfortunately, most of the reported experi-
mental studies have focused on the overall performance of the
heat exchanger and did not report the dynamics of the internal
flow and its distribution. Such data and information are needed for
the optimization and the design improvements of heat exchangers.
In addition, detailed flow measurements inside these heat ex-
changers are needed for validating simulation codes@10#, and the
lack of such data motivated the present study.

Experimental Apparatus and Test Sections
A schematic of the wind tunnel and the test section is shown in

Fig. 1. It is an air tunnel that is composed of five sections: the
measurement section, the converging section, the stabilization sec-
tion, the diverging section, and the power section. The inlet sec-
tion of the tunnel serves as the test section where velocity mea-
surements are made~section 1!, and it is a simplified physical
model ~half of a hemisphere cap! of an exit head section of a
shell-and-tube heat exchanger with two identical outlet-tubes that
are symmetric with respect to the symmetry plane of the hemi-
spherical exit head section of the heat exchanger. The volume flow
rate through the tunnel is measured with a fluted tube~section 4!.
This fluted tube has an inner diameter of 50 mm and a length of 2
m, and is equipped with a multiport averaging Pitot tube@11# to
measure flow rate. Calibration and use of such fluted tube for
measuring flow rate were reported by Wang et al.@12#. The suc-
tion of a blower with variable speed electric motor~section 6! was
used to control and adjust the air flow rate through the tunnel.

An enlarged schematic of the test section~a simplified model of
the exit head section of a shell-and-tube heat exchanger with
outlet-tubes! is shown in Fig. 2. It is half of a hemispherical cap
mounted with two outlet-tubes and with a cylindrical inlet section
at its opening. The vertical wall in the head section is used to
separate the inlet flow from the outlet flow of the heat exchanger.
The inlet flow enters the inlet head section of the heat exchanger
in its way to the tubes that are in the shell of the heat exchanger.
The exit flow from the tubes that are in the shell of the heat
exchanger enter the exit heat section on its way to the outlet tubes
of the heat exchanger. The flow distribution in the exit head sec-
tion and in the region of the outlet tubes is the subject of this
study. Air enters this exit head section of the heat exchanger~the
test section!, converges into the outlet-tubes, passes through the
collection section and the stabilization section where its volume
flow rate is measured, and then exits through the diverging section
and through the suction blower. Some of the dimensions for the
test section are listed as follows,Rs50.149 m,Rin50.145 m, l s
50.001 m, H50.200 m, H150.043 m, L50.082 m, and d
50.050 m.

The velocity measurements were performed with dual-probe,
six-beam, three-components, backward-scattering laser Doppler
velocimeter~LDV !. The front lens of the probes has a diameter of
50 mm, and a focal length of 350 mm. The angle between the two
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measuring probes of the LDV system was kept at 30 deg and the
Doppler signals were transmitted through fiber optics to a burst
spectrum analyzer. The seeding particles~having a mean diameter
of less than 2mm! were generated by a six-jet atomizer, and
glycerin was used as the seeding fluid. The laser beams from the
LDV system enter from the inlet (x, y) plane of the test section
~at z50.0 mm), and the measuring probe volume can be moved to
locations inside the test section by the 3D (x, y, z) computer-
controlled traversing system. The size of the probe volume was
approximately 60mm in length, and the resolution of the traverse
system was 0.03 mm.

The LDV data acquisition system was operated continuously in
the ‘‘coincidence’’ mode requiring simultaneous detection of
samples in three coordinate directions, i.e., from the same scatter-
ing particle. If any of the six laser beams from the two probes is
blocked by the solid walls of the test section, coincidence mea-
surements could not be performed~data was not acquired for any
of the velocity components!. Therefore, at the inlet (x, y) plane of
the test section (z50.0 mm), the measuring probe volume can be
moved to almost any location on that intersecting plane. However,
for (x, y) planes that are deeper in the test geometry and in the
neighborhood of the outlet-tube~i.e. z.100 mm), a limited num-
ber of measurements could be made due to one or more of the
laser beams being blocked by the solid wall of the test section. For

each point, data collection was programmed to acquire 64,000
samples or to measure for a duration of two minutes, whichever
came first. Normally, the former criterion was satisfied except in
the vicinity of the wall where particle arrival rates were reduced.
The LDV software discarded data that was outside the range of
63s from the mean value, and this filtering removed only the
spurious data and not the valid turbulence data. The velocity bias
correction technique used ensemble analysis as its basis, and ap-
plied a weighting function to each data point. The ensemble ‘‘cor-
rected’’ values can be obtained through the number of data points
and the weighting function. In the current software, the weighting
function is determined using the time between data~TBD! points
method@13#. In this method, the weighting function is the time
between each realization or inter-arrival time. The LDV system
was calibrated and the uncertainties for mean velocities were es-
timated to be less than61.5% with a typical inlet average veloc-
ity of 2.4 m/s. The results of many measurements at one point
inside the flow field were checked at a fixed and steady flow rate
and the measured mean velocity was repeatable with deviations of
less than60.6 % for the streamwise velocity component (vz),
and61.5% for the other two velocities components (vx andvy),
respectively. Uncertainties of the experimental results were esti-
mated by using the root-sum-square method@14#. From the cali-
bration of the measuring instruments, the uncertainties of mea-

Fig. 1 Schematic of wind tunnel and test section

Fig. 2 Schematic for the exit head section of the heat exchanger
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sured values for Reynolds number~Re!, and friction factor (f ),
were determined to be 5.6%, and 7.2%, respectively.

The traverse mechanism of the LDV system moved along the
Cartesian coordinates (x, y, z), where (x, y) planes represents
planes that are parallel to the inlet plane to the test section, and the
z-coordinate represents the depth into the test section as shown in
Figs. 2 and 3. The measured velocity components (vx , vy , vz) in
Cartesian coordinates (x, y, z) are transformed to velocity com-
ponents (u, v, w) in cylindrical coordinates (r , u, z), as shown in
Fig. 3. It should be noted that the cylindrical coordinate will be
used to display the measured fluid velocities and their fluctuations
in the investigated cylindrical-hemispherical geometry. The trans-
formation from the Cartesian coordinates system (x, y, z) that
describes the movements of the traversing system, to the cylindri-
cal coordinates (r , u, z) that describes the cylindrical-
hemispherical shape of the exit head section geometry of the heat
exchanger~the test section!, is shown in Fig. 3a for the specific
case ofu5u0 . Similarly, the measured velocity components (vx ,
vy , vz) in Cartesian coordinates are transformed to the velocity
components (u, v, w) in cylindrical coordinates for the specific
case ofu5u0 , by using Eq.~1! as shown in Fig. 3b:

u52vx cosu01vy sinu0

v52vx sinu02vy cosu0

w5vz

J (1)

A photograph that shows the laser Doppler system and the inlet
test section of the air tunnel~exit head section of the shell-and-
tube heat exchanger with two outlet-tubes! is presented in Fig. 4.

Results and Discussions
Due to symmetry in the geometry of the test section, relative to

the two outlet-tubes as shown in Fig. 2b, the measuring effort is
simplified and reduced by restricting it to only one quarter of the

hemispherical cap. Laser Doppler velocity measurements were
made only on the plane intersection ofu532 deg with the test
section~exit head section of the heat exchanger!. This plane is in
the radial and vertical directions (r , z) where the tangential coor-
dinate is constant (u532 deg). It passes through both the center
of the exit head section (r 50.0 mm) and the center of the left
outlet-tube (r 582 mm andu532 deg) as shown schematically
by a top view as Section A-A in Fig. 5a. A plane view of that
intersecting plane~Section A-A in Fig. 5a) is shown in Fig. 5b,
and as can be seen it cuts both the hemispherical head section of
the heat exchanger and the outlet-tube. All the reported velocity
measurements were made on this plane and it will be identified
through the text as the measuring plane A-A. In the present study,
the Reynolds number~Re! is defined as Re5rwin(2Rin)/m, where
win is the average streamwise velocity component at the inlet
plane (z50.0 mm) of the test section, the density~r! and dynamic
viscosity ~m! are taken as constant (r51.24 kg/m3 and m51.83
31025 kg/m•s). The average inlet air velocity is determined
through the expression ofwin5Q/Ain , whereQ is the air volu-
metric flow rate measured by the fluted-tube~section 4 as shown
in Fig. 1!, andAin is the cross-sectional flow area at the inlet plane
of the test section.

The mean and turbulent fluctuating velocity components were
measured in the test section on the selected measuring plane A-A,
and the measurements of the mean velocity components are re-
ported in Figs. 6 and 7 for Reynolds number of Re546122. The
results in Fig. 6 represent a vector plot of the mean velocity on the
measuring plane A-A, and they clearly show how the flow con-
verges to the outlet-tube while velocity vectors change directions
and magnitudes due to changes in geometry. The velocity at the
inlet of the measuring plane A-A (z50.0 mm) is relatively small
and uniform, while the velocity at the inlet of the outlet-tube in

Fig. 3 Coordinates transformations for the traverse system
and the measured velocities

Fig. 4 Laser Doppler system and the test section

Fig. 5 Planes where measurements are made
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the measuring plane A-A is relatively high and nonuniform. The
radial velocity component (v) is of the same order of magnitude
as the streamwise velocity component (w) in the neighboring re-
gion of the outlet-tube on the measuring plane A-A. The stream-
wise velocity component (w) increases and the radial velocity

component (v) decreases gradually as the flow enters the outlet-
tube on the measuring plane A-A.

Distributions of the measured three velocity components on the
measuring plane A-A are presented in Fig. 7 for Re546122. It can
be seen from Fig. 7~a! that tangential velocity component (u) is
small in the whole region of that plane, ranging between22 to
0.5 m/s and the negative sign means that the velocity is in the
reverseu-direction as denoted in Fig. 3. It is negative on most of
that plane, which means that fluid below the measuring plane A-A
~i.e.,u,32 deg) rotates in a clockwise direction~as viewed along
z axis direction! while fluid that is above the measuring plane A-A
(u.32 deg) rotates in a counterclockwise direction. This is due
to the fact that the centerline of the outlet-tube is not symmetric
relative to tangential direction in the test section, i.e. the centerline
of the outlet-tube is at 58 deg from the top half of the test section
and at 32 deg from the bottom half as shown in Fig. 5~a!. The
larger flow area that exists above theu532 deg plane is respon-
sible for making the average tangential velocity component (u)
negative on most of this plane. The results in Fig. 7~b! show that
the radial velocity component (v) on the measuring plane A-A
increases sharply close to the inlet of the outlet-tube due to the
abrupt decrease in flow cross sectional area. That velocity com-
ponent (v) is positive throughout that plane because fluid flows
from the larger area at the inlet of that plane (z50.0 mm) toward
the smaller area of outlet-tube as shown in Fig. 6. The results in
Fig. 7~c! show that the streamwise velocity component (w) on the
measuring plane A-A increases gradually from the inlet of that
plane to the inlet of the outlet-tube on that plane. On the measur-
ing plane A-A, the maximum of this velocity component occurs at
the center of the outlet-tube and its magnitude decreases gradually
to zero at the wall of the outlet-tube. These results clearly show
that the position of the outlet-tube influences significantly the ve-
locity distribution in the exit head section of the shell and tube
heat exchanger. Decreasing the nonsymmetry of the outlet-tube
could help in decreasing nonuniformity in the velocity distribu-
tion.

The previous results demonstrate that most of the variations in
the velocity field on the measuring plane A-A occur in the region
where the outlet-tube intersects with the hemispherical exit head
section of the heat exchanger. The region of 120<z<160 mm and
57<r<107 mm on the measuring plane A-A~the dashed area in
Fig. 5~b!! is investigated in more details in order to quantify the
velocity field in that region. The radial distributions of the three
mean velocity components on three ‘‘z’’ planes at the entrance
region of the outlet-tube (z5120, 136 and 152 mm! on the mea-
suring plane A-A are shown in Figs. 8, 9 and 10. The solid lines
that are shown in these figures represent a best fit to the measured
results. The streamwise intersection ofz5120 mm lies at the be-
ginning of the region where the outlet-tube intersects with the
hemispherical exit head section of the heat exchanger. The stream-
wise intersection ofz5136 mm lies in the middle of that region,
and the streamwise intersection ofz5152 mm lies at the end of
that region as shown schematically in Fig. 5~b!.

The results in Fig. 8 show the radial distributions of the three
mean velocity components on the measuring plane A-A atz
5120 mm for Reynolds numbers of 39,524 and 45,057. The tan-
gential velocity component (u) on that plane is negative on this
z-line and is relatively uniform until the centerline of the outlet-
tube (r 582 mm). Its negative magnitude starts to increase
sharply as the radial distance (r ) continues to increase. The radial
velocity component (v) shows a peak value of about 4.5 m/s for
Reynolds number of 45057 atr'73 mm~a distance smaller than
the centerline location of the outlet-tube that is atr 582 mm),
then decreases as the distance approaches the solid wall boundary
of the test section. The streamwise velocity component (w) shows
a peak of 15 m/s for Reynolds number of 45057 at approximately
r 582 mm ~the location of the centerline of the outlet-tube!, then
its magnitude decreases as the distance approaches the solid wall

Fig. 6 Velocity vector field on the measuring plane A-A for
ReÄ46,122

Fig. 7 Distribution of velocity components on the measuring
plane A-A for Re Ä46,122
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boundary of the outlet tube. All of these three velocity compo-
nents (u, v and w) increase in magnitude with the increasing
Reynolds number, but they retain approximately the same general
distribution. Similar trends in the results can be seen in Fig. 9 for
z5136 mm on the measuring plane A-A, with the exceptions that
the peaks that were observed in two of these velocity distributions
in Fig. 8 ~for z5120 mm) do not appear at thisz location. The
results presented in Fig. 10 forz5152 mm on the measuring
plane A-A show similar trends but with peaks in the distributions
at roughlyr 565 mm~a distance smaller than the centerline loca-
tion of the outlet-tube!. It should be noted that the maximum
tangential velocity component (u) at z5152 mm, is positive and
lies in the region ofr 560;65 mm. That velocity component
experiences significant variation in its magnitude and direction in
this region as the fluid enters the outlet-tube. Baffles or similar
structures could be installed in the exit head section of the heat
exchanger to improve the quality of the flow in the outlet-tubes.

Radial distributions of the three mean velocity components on
the measuring plane A-A are presented in Fig. 11 for three
z-locations (z541.38 mm, 82.76 mm and 124.14 mm! for Re
546122. The line ofz541.38 mm lies in the cylindrical section
of the exit head section of the heat exchanger. The line of
z582.76 mm lies in the hemispherical region, and the line of
z5124.14 mm lies in the region where the outlet-tube intersects
with the hemispherical cap of the exit head section as shown in
Fig. 5b. The outer solid wall boundary of the test section at these
z-locations are atr 5145 mm, 125.64 mm, and 107 mm, respec-
tively. Distributions of the three mean velocity components atz
541.38 mm andz582.76 mm are similar in nature since these

two locations have similar geometries but differ in size. On these
two z-lines, the tangential velocity component (u) and the radial
velocity component (v) are relatively low, and the streamwise
velocity component (w) increases as the flow cross sectional area
decreases from that atz541.38 mm to that atz582.76 mm. The
streamwise velocity component on the measuring plane A-A at
these two locations develops a positive peak value at approxi-
mately r 585 mm ~a distance approximately equal to the center-
line location of the outlet-tube!. The further decrease in the cross
sectional area at the streamwise location ofz5124.14 mm causes
the fluid to accelerate and converge toward the outlet-tube with a
maximum tangential velocity component (u) of 23 m/s develop-
ing at r'90 mm. That velocity component is relatively small but
positive in the region betweenr 520 to 50 mm, and it is negative
for larger radial distances, implying a vortical clockwise type flow
into the outlet-tube at thisz-plane. Similar conclusion could be
drawn from the results that are presented in Fig. 10a. The radial
velocity component (v) reaches a maximum of about 5 m/s, and
the streamwise velocity component (w) reaches a maximum of
about 16 m/s atr'70 mm. The streamwise velocity component
experiences the greatest change due to the greatest change in the
cross sectional area. Its maximum of about 16 m/s that occurs at
z5124.14 mm is about four times the maximum that occurs at
z541.38 mm.

Radial distributions of the Reynolds normal stresses (u8u8,
v8v8 and w8w8) on the measuring plane A-A at three selected
streamwise locations (z541.38, 82.76 and 124.14 mm! are shown
in Fig. 12 for Re546122. The interference of the solid wall
boundaries of the test section with the laser beams of the LDV

Fig. 8 Velocity distributions on the measuring plane A-A at
zÄ120 mm

Fig. 9 Velocity distributions on the measuring plane A-A at
zÄ136 mm
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system atz582.76 and 124.14 mm limits the number of data
points that can be taken on these locations as can be seen from
Figs. 11–13. The Reynolds stresses are normalized based on the
inlet average streamwise velocity component (win), which is
2.347 m/s for Re546122. The solid lines that appear in these
figures are an attempt to connect the experimental points while
smoothing the transition from one point to the other. Figure 12~a!
shows that the tangential Reynolds normal stress component,
u8u8, is relatively low on the measuring plane A-A in the whole
radial direction atz541.38 and 82.76 mm. Atz5124.14 mm, a
peak appears to develop atr'65 mm~near the inner solid wall of
the outlet tube that is atr 557 mm), and a minimum value ap-
pears to develop atr'75 mm ~near the centerline of the outlet
tube that is atr 582 mm). The points that appear in the figure on
a z5124.14 mm andr .82 mm are below the orginal hemispheri-
cal surface shape of the test section, and are inside the domain of
the outlet tube. The tangential velocity component is negative in
that region, and the wall of the outlet-tube starts to influence sig-
nificantly the behavior on the tangential Reynolds normal stress
component in that region. Figure 12~b! shows that the radial Rey-
nolds normal stress component (v8v8) is also low on the measur-
ing plane A-A in the whole radial range atz541.38 and 82.76
mm. At z5124.14 mm, one peak develops at aboutr'65 mm
~close to the inner solid wall of the outlet-tube!, and that is in the
same general location where the peak tangential Reynolds normal
stress component (u8u8) develops, as seen in Fig. 12~a!. Another
peak appears to develop on thisz-location atr'100 mm~close to
the outer solid wall of the outlet-tube that is atr 5107 mm). Fig-

Fig. 10 Velocity distributions on the measuring plane A-A at
zÄ152 mm

Fig. 11 Radial distribution of mean velocity components on
the measuring plane A-A for Re Ä46,122

Fig. 12 Radial distribution of Reynolds normal stress compo-
nents on the measuring plane A-A for Re Ä46,122
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ure 12~c! shows that the peak values in the distributions of the
streamwise Reynolds normal stress component (w8w8) also de-
velop in the same general regions onz5124.14 mm. The maxi-
mum value of the streamwise Reynolds normal stress component
(w8w8) is about four times higher than the maximum values of
the tangential and the radial Reynolds normal stress components.
The peaks that develop in Fig. 12~c! at z541.38 mm and 82.76
mm are due to the proximity of these locations to the solid bound-
ary and symmetry line of the hemispherical test section. The solid
wall boundary of the test section at thesez-locations are atr
5145 and 125.64 mm, respectively. Radial distributions of the
Reynolds shear stress components (u8v8, v8w8 andu8w8) on the
measuring plane A-A at three streamwise locations (z541.38,
82.76 and 124.14 mm! are presented in Fig. 13 for Re546,122.
The results for the Reynolds shear stress components are normal-
ized based on the average inlet velocity (win52.347 m/s for Re
546,122). The Reynolds shear stress component,u8v8, is rela-
tively low at z541.38 and 82.76 mm. All three shear stress com-
ponents atz5124.14 mm have a positive peak value in the same
general radial location of aboutr'60 mm, similar to what was
observed for the Reynolds normal stress components on the same
z-location as can be seen in Fig. 12. Bothv8w8 and u8w8 are
negative over most of the radial range forz541.38 mm, and
82.76 mm, while atz5124.14 mm they exhibit both positive and
negative peaks.

Radial distributions of the Reynolds normal stress components
(u8u8, v8v8 and w8w8) on the measuring plane A-A are pre-
sented in Fig. 14 for threez-locations that are in the neighborhood
of the outlet-tube (z5117.24, 137.93 and 151.72 mm!. The inter-
ference of the solid wall boundaries of the test section with the
laser beams of the LDV system at these locations, limits the num-
ber of measuring data points that can be taken as can be seen from
Figs. 14 and 15. Very limited number of measurements could be
made atz5151.72 mm. The Reynolds normal stress components,
u8u8 and v8v8, are relatively low in most of the radial range at
z5117.24 mm. All three Reynold normal stress components de-
velop a peak atr'60 mm ~near the inner solid wall of the outlet
tube! at z5137.93 mm. The magnitudes of the Reynolds normal
stress components at thesez-locations~in the neighborhood of the
outlet-tube! are higher than those presented in Fig. 12. One of the
common feature in the radial distributions of the Reynolds normal

stress components is that they all exhibit a lower value in the
region near the centerline of the outlet-tube (r 582 mm) at these
z-locations. Radial distributions of the Reynolds shear stress com-
ponents (u8v8, v8w8 andu8w8) on the measuring plane A-A are
presented in Fig. 15 for the samez-locations as the ones presented
in Fig. 14 (z5117.24, 137.93 and 151.72 mm!. The results that
are presented forz5137.93 mm, exhibit a positive peak in the
distribution of the Reynolds shear stressu8v8 component, and
negative peaks in the distributions of the other two Reynolds shear
stress componentsv8w8 andu8w8 at r'60 mm~close to the inner
wall of the outlet tube!. This roughly the same region where all
the three Reynolds normal stress components exhibit a maximum

Fig. 13 Radial distribution of Reynolds shear stress compo-
nents on the measuring plane A-A for Re Ä46,122

Fig. 14 Radial distribution of Reynolds normal stress compo-
nents on the measuring plane A-A in the inlet region of the
outlet-tube for Re Ä46,122

Fig. 15 Radial distribution of Reynolds shear stress compo-
nents on the measuring plane A-A in the inlet region of the
outlet-tube for Re Ä46,122
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at the samez-location, as can be seen in Fig. 14. The magnitudes
of the Reynolds shear stress components on thesez-locations~in
the neighborhood of the outlet-tube! are generaly higher than the
one presented in Fig. 13. The pressure drop across the exit head
section and the outlet-tube, and the flow rate, were measured and
used to calculate the friction factor as a function of Reynolds
number. The friction factor is defined as:

f 5~pin2pout10.5rwin
2 20.5rwout

2 !/~0.5rwin
2 ! (2)

where pin and pout are static pressures at the inlet and outlet
sections respectively, andwout is the mean velocity in the stream-
wise direction along the outlet-tube~the outlet-tube diameter
dout50.05 m). The inlet pressurepin is taken as the atmospheric
pressure and the outlet pressurepout is measured through the pres-
sure tap on the wall of the outlet-tube atz5200 mm. The results
that are presented in Fig. 16 show that the friction factor decreases
as the Reynolds number increases in the experimental range,
and its behavior can be described by the relation of
f 5324 Re20.14443.

Conclusions
Measurements of the three mean velocity components and the

Reynolds stress components are reported for three-dimensional
turbulent flow in a model for the exit head section of a shell-and-
tube heat exchanger with outlet-tubes. Measurements of velocities
in the test section are presented for only one intersectingu-plane
(u532 deg) as a function ofr and z. The results show that the
flow in that measuring plane A-A is nonuniform and complex in
the region where the outlet-tubes are connected to the exit head
section of the heat exchanger. The fluid converges into the outlet-
tube with vortical motion and in that region the velocity compo-
nents in the radial and streamwise directions are of the same order
of magnitude. The velocity distribution in that region is not sym-
metric in either tangential or radial directions, because the outlet-
tubes are not symmetrically located relative to these two direc-
tions. The tangential Reynolds normal stress component is
relatively low in the whole radial range atz541.38 and 82.76
mm. At z5124.14 mm, all of the Reynolds stress components
~normal and shear! exhibit a peak at approximatelyr 560 mm
~close to the inner solid wall of the outlet-tube!. The results that
are presented forz5137.93 mm, exhibit a positive peak in the
distribution of the Reynolds shear stressu8v8 component, and
negative peaks in the distributions of the other two Reynolds shear
stress componentsv8w8 andu8w8 at r'60 mm~close to the inner
solid wall of the outlet-tube!. This is roughly the same region

where all the three Reynolds normal stress components exhibit a
maximum at the samez-location. The magnitudes of the Reynolds
normal and shear stress components in the neighborhood of the
outlet-tubez.124.14 mm are higher than those measured in the
hemispherical portion of the test section atz,124.14 mm. The
measured friction factor decreases as the inlet Reynolds number
increases from 27,097 to 45,010.

Acknowledgments
This work was supported in part by grants from the National

Science Foundation of China~NNSFC! ~No. 59676019!, the Re-
search Fund for the Doctoral Program of Higher Education
~RFDP! ~No. 9589801!, and the US Department of Energy Grant
No. DE-FG02-03ER46067.

Nomenclature

Ain 5 inlet cross sectional area of the head section of
the heat exchanger

d 5 inner diameter of the outlet-tube
f 5 friction factor
p 5 pressure
Q 5 volume flow rate
r 5 radial direction~in cylindrical coordinates!

Rin 5 inlet radius of the heat exchanger head section
Rs 5 spherical radius of the heat exchanger head sec-

tion
Re 5 Reynolds number5rwin(2Rin)/m
u 5 velocity component in theu-direction ~in cylindri-

cal coordinates!
u8u8 5 Reynolds normal stress component
u8v8 5 Reynolds shear stress component
u8w8 5 Reynolds shear stress component

v 5 velocity component in ther -direction ~in cylindri-
cal coordinates!

v8v8 5 Reynolds normal stress component
v8w8 5 Reynolds shear stress component

vx 5 velocity component in thex-direction ~in Carte-
sian coordinates!

vy 5 velocity component in they-direction ~in Carte-
sian coordinates!

vz 5 velocity component in thez-direction ~in Carte-
sian coordinates!

w 5 velocity component in thez-direction ~in cylindri-
cal coordinates!

win 5 average inlet streamwise velocity component
wout 5 average outlet streamwise velocity component

w8w8 5 Reynolds normal stress component
x, y, z 5 directions of Cartesian coordinates

Greek Symbols

m 5 dynamic viscosity
r 5 density
u 5 circumferential direction~in cylindrical coordinates!
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Flow at the Centrifugal Pump
Impeller Exit With Circumferential
Distortion of the Outlet Static
Pressure
The effects of circumferential outlet distortion of a centrifugal pump diffuser on the
impeller exit flow were investigated. A fence with sinusoidal width variation was installed
at the vaneless diffuser exit. The flow field was measured at the impeller exit with and
without the fence, using a hot film probe and an unsteady pressure sensor. Flow param-
eters varied with the circumferential position and the mean flow parameters plotted
against the local flow rate at each circumferential position showed loops along the quasi-
steady curves, which were obtained from the result without the fence. Simple theoretical
calculations were used to predict the velocity components at the impeller exit with the
relative flow angle or total pressure assumed. Good result was obtained when the relative
flow angle was assumed to vary quasi-steadily, not constant with the local flow rate. The
radial velocity was also reasonably predicted when the total pressure was assumed to
vary quasi-steadily. A simple method is proposed to predict the impeller exit flow with
downstream blockage in two-step sequence: the first step deals with the diffuser alone to
obtain static pressure distribution at the diffuser inlet, while the second step deals with the
impeller alone to obtain velocity components distribution at the impeller exit.
@DOI: 10.1115/1.1637630#

Introduction

Theoretically, only one operating point can have uniform pres-
sure along the volute or vaned diffuser of centrifugal turboma-
chines. The non-uniform pressure distribution in the volute or
vaned diffuser at off-design points propagates upstream and cre-
ates a circumferential flow distortion at the impeller exit. The
interaction between the impeller and the downstream flow condi-
tions should be considered in the analysis and design of the im-
peller, diffuser, and volute.

Extensive studies have been performed on the effects of cir-
cumferential outlet flow distortion in centrifugal impellers. Sideris
and Van den Braembussche@1# measured detailed velocity and
pressure in the vaneless diffuser of a centrifugal compressor with
a volute. They discussed the relation between the circumferential
variation of pressure and the impeller exit flow, and also made
theoretical calculations using an impeller-diffuser interaction
model. Fatsis et al.@2# conducted a numerical investigation of the
centrifugal compressor impeller response to downstream static
pressure distortions using an unsteady three dimensional Euler
solver. Hagelstein et al.@3# showed that the asymmetry of the flow
in the diffuser could be reduced by using either a throttling ring at
the diffuser exit or a vaned diffuser. Sorokes et al.@4# and Sorokes
and Koch@5# described experimental and computational analyses
of the static pressure distortion caused by the discharge volute in
a re-injection centrifugal compressor.

A quasi-steady variation assumption has been applied to the
operation of the overall pump system since Knapp@6#, but this
assumption is also applicable in the calculation of the local rotor
response to the circumferential pressure distortion. Van den
Braembussche et al.@7# used the slope of the steady impeller per-

formance curve to determine the circumferential variation of the
impeller exit velocity components and total pressure at off-design
operations for a centrifugal compressor.

The present study aims to investigate the effect of circumferen-
tial outlet flow distortion on the impeller exit flow characteristics
in a centrifugal pump. Instead of a volute, a fence with non-
uniform width is installed at the vaneless diffuser exit. This simple
configuration is used for fundamental investigation to develop nu-
merical methods and flow models. The measured impeller exit
flow parameters with the fence are compared to those without any
blockage. Moreover, impeller-diffuser interaction models are
evaluated by comparing predictions and measurements.

Experimental Facility and Instrumentation

Test Rig. An outline of the closed loop test rig is shown in
Fig. 1. The water flow rate is measured by a flow nozzle and
controlled by a regulating valve. The test section includes an im-
peller, a vaneless diffuser, and a collector. The shrouded centrifu-
gal impeller has a tip diameter of 260 mm and six blades with 25
deg exit angle from tangential direction. The impeller has a low
specific speed of 0.366~1000 US units!. The rotational speed is
controlled by an inverter and fixed to 300 rpm for this study,
giving a test Reynolds number (vR2

2/n) of 5.313105. The vane-
less diffuser has parallel walls with 330 mm outlet diameter and
14.9 mm width, the same width as that of the impeller exit. The
diffuser is followed by a collector, which has a cross sectional
dimensions of 300 mm by 300 mm. The axisymmetric collector is
used to create a circumferential uniform flow state throughout the
stage, unlike the volute that creates circumferential distortions at
off-design conditions. The velocity and pressure are measured 3
mm downstream of the impeller exit, orr 5133 mm, as shown in
Fig. 2. Because the measurement location is only 2% away from
the actual impeller exit, the measured pressure and velocity com-
ponents are assumed to be the value at the impeller exit.

To investigate the effect of circumferential outlet distortion on
the exit flow of the impeller, a fence with circumferentially non-
uniform width is installed at the diffuser exit. The stainless steel
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fence with a thickness of 0.5 mm has sinusoidal width distribution
to produce a smooth flow variation. A sinusoidal fence with a 360
deg period, which was tested at first, generated excessive flow
distortion strength. Therefore, a sinusoidal fence with a 180 deg
period, or two sine curves in a circumference, is used for the
present study and this is called 2-sine fence hereafter. The diffuser
width is 14.9 mm, but the maximum and minimum width of the
fence is 14 and 0 mm, respectively, from the diffuser hub wall.

To characterize the unsteadiness, the reduced frequencyV is
specified as follows:

V5 f •EL/W2` (1)

wheref is the excitation frequency,W2` is the mean of exit rela-
tive velocity assuming no flow slip, andEL is the effective length
of the flow channel defined as

EL5E
1

2 A2

A
ds (2)

The reduced frequencyV is about 0.9 for the present case of
2-sine fence, therefore, both unsteadiness and quasi-steadiness are
important for the present case.

To avoid the difficulty of circumferentially traversing from one
measuring position to another, the fence is rotated and the flow
field is measured at a single location, stationary on the front wall.
It should be noted here that the fence is fixed during a flow mea-
surement and the fence rotation is introduced just for the easy
traverse. In Fig. 3 the circumferential angleu is equal to 0 deg at

the minimum fence width and 90 deg at the maximum width, or
the fence center.

Instrumentation. A single hot film probe of I-type~Dantec
55R11! is used to measure instantaneous velocities and flow di-
rections at the impeller exit. The film probe is calibrated for ve-
locity magnitude and direction. The measured flow is assumed to
be two-dimensional, because the axial velocity component is con-
sidered to be negligible. According to a calculation at the test
impeller exit @8# using a CFD code CFX-TASCflow, the mean
magnitude of axial and radial velocity components was 1.8% and
12%, respectively, of the tangential velocity component at the
design flow rate in case without the fence. Even in case with the
fence, axial velocity component is expected to be still smaller than
the radial and tangential ones. Measurements are taken at two
probe orientations 60 deg apart. Two outputs, which are phase
averaged at each setting, are compared to calculate the flow angle
and velocity. This method is similar to the single hot wire probe
method used by Inoue and Cumpsty@9#. A fast response pressure
transducer~Kulite XTM-190!, with natural frequency of 300 kHz
given by manufacturer, is used for instantaneous wall static pres-
sure measurements. Static pressure is measured on the shroud side
diffuser wall and the total pressure is calculated from the mea-
sured static pressure and the velocity.

The sampling rate is 3 kHz, so that 100 data are measured over
one blade pitch of six blades at 300 rpm. Since the flow at the
impeller exit is highly turbulent, a phase averaging technique is
used. From a photo sensor, one pulse is produced per impeller
rotation and the pulse is used as a trigger signal for the phase
averaging.

The accuracy of the hot film probe measurements is estimated
to be 4% in magnitude and 1 deg in direction. The estimated
accuracy of the static pressure measurements is 2%. The average
flow rate, calculated by integrating the radial velocity at the im-
peller exit, is compared with that obtained from the flow nozzle.
Three test flow rates are investigated as illustrated in Fig. 4. At
design and high flow rate condition, the two flow rates agree
significantly, being within 4% of each other. At low flow rate
condition, however, the integrated flow rate is 15% higher than
that from the flow nozzle. Since the absolute flow angle at the low
flow rate is about 5 deg from the tangential direction, an angle
shift of just 0.5 deg makes approximately 10% deviation of flow
rate. For reference, absolute flow angles are 7.2 deg and 9.2 deg

Fig. 1 Schematic view of the test rig

Fig. 2 Measurement location and details of the impeller with
the fence

Fig. 3 Definition of circumferential position in the outward-
unfolded 2-sine fence
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for design and high flow rate, respectively. Therefore, about 7%
and 5% for design and high flow rate, respectively, can be
changed by just 0.5 deg.

Results and Discussion

Flow at Impeller Exit. The impeller exit flow field without
any fence is measured as base-line data. The static pressure rise
versus flow rate is shown in Fig. 4, where the time mean static
pressure coefficient is plotted against the flow coefficient. The
design flow coefficientfdes is 0.069, where the original volute
pump with the test impeller had the best efficiency. The static
pressure varies almost linearly with the flow rate for narrow range
of measurements.

The flow measurements are made at eight locations between the
hub and the shroud. Spanwise distributions of mean velocity com-
ponents, radial and tangential, at three flow rates are shown in Fig.
5. Radial velocity that has a nearly linear spanwise distribution at
the high flow rate changes into a symmetric one with boundary
layer type profile near hub and shroud at the low flow rate. The
radial velocity shows a large change with flow rate at the shroud
side. Tangential velocity increases as the flow rate decreases ex-
cept that for the shroud region.

Measurements with the 2-sine fence are carried out at design
flow rate only. Velocity is measured at eight spanwise locations as

in the case without the fence. The mean velocity distributions at
four circumferential positions are shown in Fig. 6. The radial ve-
locity shows a large change with circumferential position at the
hub side, but remains almost constant at the shroud side. The
reason for this is that the flow on the hub side is more disturbed by
the blockage of the fence installed on the hub side. To see the
tangential velocity distribution in Fig. 6, it seems that to spanwise
direction the blockage has more effect on the radial velocity than
the tangential velocity.

The mean velocity at each circumferential position is mass-
averaged through the span to see the dependence of averaged flow
parameters on the circumferential position. Distributions of the
mass-averaged flow parameters versusu are shown in Fig. 7. Ra-
dial velocity has a minimum at the fence center~u590 deg! and
tangential velocity has a minimum 30 deg upstream~u560 deg!
of the fence center. Absolute velocity has nearly the same pattern
as the tangential velocity because the radial velocity is typically
only about 1/8 of the tangential velocity for present centrifugal
impeller. Static pressure has a maximum 15 deg upstream~u575
deg! of the fence center and total pressure has a maximum at the
fence center~u590 deg!. It seems that the inertial effect of rela-
tive flow in the blade passage is probably the reason for the dif-
ference in the circumferential position between the minimum ra-
dial velocity and the maximum static pressure.

The pump performance is usually plotted against the overall
flow rate. In the same manner, the flow variations can be plotted
against the local flow rate, or radial velocity. Atf50.069, which
is based on the flowmeter measurement, the local flow parameters
versusCr2 /U2 with 2-sine fence are compared with the quasi-
steady curves defining flow parameters versusCr2 /U2 in case
without the fence. The comparisons are shown in Fig. 8, where the
abscissaCr2 /U2 comes from the average of flow traverse for both
with and without the fence. Total pressure increases as the local
flow rate decreases, but does not follow the quasi-steady curve in
Fig. 8~a!. Static pressure does not follow the quasi-steady curve as
well, and shows a loop in Fig. 8~b!. Tangential velocity, however,
shows a trend opposite to that without the fence. Without the
fence the tangential velocity increases as the flow rate decreases,
but the tangential velocity atu590 deg is lower than that atu50
deg. The difference in the trend for tangential velocity is attributed
to the large flow slip at impeller exit near the fence center. The
relative flow angle, on the other hand, follows quasi-steady curve
better than other flow parameters as shown in Fig. 8~d!.

Impeller-Diffuser Interaction Model. Not many theoretical
models are available to predict the influence of pressure distortion
on the outlet flow of a centrifugal pump impeller. The model used
in the present study is the impeller-diffuser interaction model,

Fig. 4 Static pressure rise at the impeller exit without fence

Fig. 5 Distribution of mean radial and tangential velocity at
three flow rates without fence

Fig. 6 Distribution of mean radial and tangential velocity at
four circumferential positions with 2-sine fence at fÄ0.069

Journal of Fluids Engineering JANUARY 2004, Vol. 126 Õ 83

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



which was used in the rotating stall calculation by Frigne and Van
den Braembussche@10#. This model was also used by Sideris and
Van den Braembussche@1# to estimate the flow of a centrifugal
impeller exit where the static pressure is circumferentially dis-
torted due to the volute. This model assumes that the flow is
incompressible, inviscid and two dimensional. The following
equation describes the interaction model:

]Cr2

]t
1v

]Cr2

]u
5

sinbb

EL S U2Ct22U1Ct12
P22P1

r

2
Cr2

2 1Ct2
2 2C1

2

2 D (3)

Left term of Eq.~3! represents inertial effect of relative flow in the
blade passage.bb is exit blade angle andEL is the effective
length of the flow channel as defined in Eq.~2!. The tangential
velocity is calculated from the velocity triangle.

Ct25U22Cr2 /tanb2 (4)

If the distribution of the outlet static pressure is imposed, the
radial velocity can be calculated from integration of Eq.~3! with
respect to time. This integration is repeated until the steady state
solution is obtained. The inlet swirl is assumed to be zero and the

inlet total pressure be constant. The effective length used in the
calculation is the real impeller channel length. This is three-eights
of the overall blade length from leading edge to trailing edge in
the present study because of low solidity and high stagger. A
single step explicit Lax-Wendroff scheme~e.g., @11#!, which is
second order accurate in space and time, is used for the numerical
integration as follows:

Cr2,i
n115Cr2,i

n 2
CFL

2
~Cr2,i 11

n 2Cr2,i 21
n !1

CFL2

2
~Cr2,i 11

n 22Cr2,i
n

1Cr2,i 21
n !1

sinbb

EL
DtFU2Ct2,i

n 2U1Ct1,i
n 2

P2,i
n 2P1

r

2
1

2
~Cr2,i
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whereCFL5vDt/Du must be smaller than one.
As to the relative flow angleb2 , a simple approach assumes

constant value ofb2 around the circumference. Sideris and Van
den Braembussche@1# used this assumption. They could obtain
the better prediction by imposing the measuredb2 to the calcula-
tion. In the present study, the variation of measuredb2 follows the
quasi-steady curve fairly well as illustrated in Fig. 8~d!, and there-
fore b2 can be assumed to vary quasi-steadily. In Fig. 9 are shown
the predicted results using two assumptions forb2 ; first, b2 is
assumed to be constant as the value (b258.7 deg) measured
without the fence atf50.069; second,b2 is assumed to vary
quasi-steadily withCr2 /U2 , which is obtained from the curve
fitting b2 versusCr2 /U2 in case without the fence. Whenb2 is
assumed to be constant, the curve of the predicted radial velocity
agrees with the measured data; however, the predicted amplitude
is smaller than the measured one. For the tangential velocity the
predicted amplitude agrees with the measured one, but the phase
shows a shift from the measured data. Radial and tangential ve-
locity can be better predicted whenb2 is assumed to vary quasi-
steadily. The above results suggest that the assumption of quasi-
steadily varyingb2 is more effective than the assumption of
constantb2 .

Fig. 7 Distribution of averaged flow parameters with 2-sine
fence at fÄ0.069: „a… radial, tangential, and absolute velocity,
and „b… static and total pressure.

Fig. 8 Distribution of averaged flow parameters plotted
against local flow rate with 2-sine fence at fÄ0.069: „a… total
pressure, „b… static pressure, „c… tangential velocity, and „d…
relative flow angle.

84 Õ Vol. 126, JANUARY 2004 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Equation~3! can be also represented using the total pressure as
follows:

]Cr2

]t
1v

]Cr2

]u
5

sinbb

EL S U2Ct22U1Ct12
Pt22Pt1

r D (6)

where Pt22Pt1 is a total pressure rise. Another equation is de-
rived from the definition of the total pressure rise:

Ct2
2 5C1

212S Pt22Pt1

r
2

P22P1

r D2Cr2
2 (7)

Now, Eqs.~3! and ~4! are replaced by Eqs.~6! and ~7!. As the
relative flow angleb2 is an important parameter in the former
equation set, so is the total pressurePt2 in the latter one. With
regard toPt2 , the assumption thatPt2 varies quasi-steadily with
Cr2 /U2 is used here and the results are shown in Fig. 10. The
predicted radial velocity agrees very well with the measurement
and also the prediction of tangential velocity is satisfactory.

To note, the previously mentioned models need static pressure
distribution around the impeller periphery. In many cases, static
pressure can be predicted with reasonable accuracy from steady
state calculation without rotor-stator interaction. The steady state

flow calculation was attempted in case with 2-sine fence by using
a commercial CFD code STAR-CD. The calculation domain does
not include the impeller, but only includes the vaneless diffuser,
2-sine fence, and collector. The turbulent viscosity was calculated
using the standardk-« model. Second order accurate schemes
were used for the discretization of the Navier-Stokes equations.
The inlet conditions into the vaneless diffuser, e.g., radial and
tangential velocity components are assumed constant from hub to
shroud and circumferentially uniform. The input velocity compo-
nents are the values at design flow rate in the case without the
fence. For the inlet condition of static pressure an arbitrary value
is given to a calculation grid. After the computation with the inlet
conditions, static pressure level of all the grids is shifted by the
same amount so that the mean of the computed static pressure can
be equal to the value at the design flow rate in the case without the
fence. The value of the static pressure used in the inlet condition
has no effect on the final result in the present incompressible
water flow. The calculated static pressure, including circumferen-
tial angle for the pressure maximum, agrees very well with the
measurement as shown in Fig. 11. It is found that a CFD calcula-

Fig. 9 Measured and predicted velocity components with 2-sine fence „parameter Äb2… at
fÄ0.069: „a… radial velocity, and „b… tangential velocity.

Fig. 10 Measured and predicted velocity components with 2-sine fence „parameter ÄPt2… at
fÄ0.069: „a… radial velocity, and „b… tangential velocity.
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tion, which is based on steady state flow condition without inter-
action between the impeller and the fence, can make a good pre-
diction for the static pressure.

Now a simple method, which does not need a simultaneous
CFD coupling of impeller and diffuser, is proposed to predict the
impeller-diffuser interaction in two-step sequence. First, only dif-
fuser part is calculated to find the circumferential distribution of
static pressure at the vaneless diffuser inlet by performing the
steady state numerical calculation, which has a uniform inlet ve-
locity condition. The impeller is excluded in the first step. Second,
the circumferential distribution of velocity components at the im-
peller exit is predicted by using the impeller-diffuser interaction
models. The second step deals with only the impeller. The static
pressure calculated from the first step is the input to the interac-
tion model of the second step.

Conclusions
Exit flow field of a centrifugal pump impeller was measured

when the circumferential pressure was distorted due to a non-
uniform fence located at the vaneless diffuser outlet. The mean
flow parameters, e.g., static pressure, total pressure, and flow
angles were strongly dependent on the circumferential position.
The flow parameters plotted against the local flow rate at each
circumferential position showed loops along the quasi-steady
curves obtained from the result without the fence.

Simple theoretical calculations were used, instead of more ac-
curate but complex and unsteady CFD, to predict the velocity
components at the impeller exit with imposed static pressure. The
assumption of quasi-steadily varying relative flow angle at impel-
ler outlet was more effective than that of constant relative flow
angle for the velocity prediction. Another model in which the total
pressure is the parameter was also evaluated. Good prediction of
radial velocity was obtained with the assumption of quasi-steadily
varying total pressure.

A simple method is proposed to predict the impeller exit flow
with downstream blockage in two-step sequence: the first step

deals with the diffuser alone, while the second step deals with the
impeller alone. This more simple method can be used as enough
accurate alternative to the complex and unsteady CFD.

Nomenclature

A 5 cross-section area normal to a streamline
b 5 passage width
C 5 absolute velocity

Cr 5 radial velocity
Ct 5 tangential velocity

EL 5 effective length
P 5 static pressure

Pt 5 total pressure
s 5 distance along a streamline

SHR 5 shroud
U 5 peripheral velocity of impeller
z 5 axial distance from hub
b 5 relative flow angle from tangential direction

bb 5 exit blade angle from tangential direction
f 5 flow coefficient,Cr2 /U2
n 5 kinematic viscosity
u 5 circumferential angle
v 5 angular speed of the impeller
c 5 total pressure coefficient normalized byrU2

2/2
cs 5 static pressure coefficient normalized byrU2

2/2

Subscript

1 5 impeller inlet
2 5 impeller exit
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Fig. 11 Static pressure calculated by CFD with 2-sine fence at
fÄ0.069: impeller excluded in CFD.
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Rotating Choke in Cavitating
Turbopump Inducer
During the development stage of the liquid hydrogen turbopump for the main engine
LE-7A of the H-IIA rocket, a new type of cavitation instability was observed. This insta-
bility occurs at lower cavitation numbers where the head of the inducer starts to decrease
due to choke. The disturbance rotates around the rotor at about 50% of the inducer
rotational speed. So, it is called ‘‘rotating choke.’’ In order to predict the instability, a
cavity model with a cavity wake is developed. The region of instability and the frequency
predicted by the model are in agreement with experiment. Discussions are made as to the
relationship between rotating choke and rotating cavitation.@DOI: 10.1115/1.1637926#

1 Introduction
During the firing test of the LE-7A LOX/LH2 engine of the

HIIA rocket, a large amplitude rotor vibration of the fuel tur-
bopump occurred at a frequency of about 350 Hz which is about
one-half of the shaft rotational frequencyV5700 Hz. The vibra-
tion occurred when the pump inlet pressure was reduced. This
vibration caused the failure of the bolts fastening the bearing car-
tridge. To investigate into this phenomenon, a series of tests were
conducted at full speed with liquid hydrogen and the results are
reported by Shimura et al.@1#.

It was found that the shaft vibration is associated with a pres-
sure pattern rotating around the rotor at about one half of the
rotational speed of the impeller. This is similar to rotating stall but
non-cavitating inducers with small blade angle never stall since
the angle of attack does not exceed the small blade angle even if
the local flow rate becomes zero. This is different also from rotat-
ing cavitation in which the disturbance rotates faster than impeller.

The most important feature of this instability is that it occurs at
the inlet pressure where the head is decreased due to cavitation.
This is quite different from cavitation surge and rotating cavitation
which occur at higher cavitation number where the head is not
affected by cavitation. They are both caused by positive mass flow
gain factor and physically explained as follows~Tsujimoto et al.,
@2#!. When the flow rate is increased, the angle of attack to a rotor
blade is decreased. If the value of mass flow gain factor is posi-
tive, the cavity volume will also decrease since the mass flow gain
factor is defined as the ratio of the cavity volume decrease to the
corresponding angle of attack decrease. If the cavity volume is
decreased, the flow into the rotor will increase to fill up the space
occupied by the decreased cavity volume. Thus, the increase of
flow rate results in further increase of flow rate. This mechanism
of instability depends only on the continuity relation and is not
associated with the head degradation due to cavitation. From this
reason, rotating cavitation and cavitation surge can be predicted
by a 2-D potential flow stability analysis where the head drop due
to cavitation is totally neglected~Horiguchi et al., 2000,@3#!.

It is well known that surge and rotating stall are caused by the
positive slope of performance curve due to blade stall at lower
flow rate ~Greitzer, E.M., 1976,@4#!. With a positive slope, the
head is increased if the flow rate is increased. The increased head
accelerates the flow and the flow rate is increased further. Detailed
examination of the suction performance of the pump inducer
shows that the performance curve has a positive slope in the re-
gion where the instability is observed. This suggests that the in-

stability is caused by the positive slope of the performance curve
due to cavitation at lower inlet pressure. The present study is
intended to confirm theoretically if such explanation can be ap-
plied to the new instability observed in the fuel turbopump in-
ducer for LE-7A. In order to take account of the head drop due to
cavitation, a cavity model with a cavity wake is developed and
used for the stability analysis.

2 Experimental Observation of Rotating Choke Cavi-
tation

Figure 1 shows the suction performance and the amplitude of
the shaft vibration for two groups of flow ratesQ/Qd60.98 and
Q/Qd60.95. ForQ/Qd60.95, the amplitude becomes larger at
the cavitation number where the inducer head drops rapidly. The
head is kept nearly constant, above and below the breakdown
cavitation number. ForQ/Qd60.98, the head decreases smoothly
and the shaft vibration does not increase~not shown!. The sudden
head drop forQ/Qd60.95 is not caused by the instability since
the head drop is not recovered at smaller cavitation number where
the amplitude of vibration is smaller again. At a cavitation number
shigh higher than the breakdown cavitation number, the head is
larger for smaller flow rate and the performance curve has a nega-

1On leave from the Institute of Technical Mechanics of the NAS and NSA of
Ukraine, 15 Leshko-Popel’ St., Dniepropetrovsk, 49005, Ukraine.

Contributed by the Fluids Engineering Division for publication in the JOURNAL
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L. Ceccio.

Fig. 1 Suction performance of the inducer of the LE-7A LH2
turbopump. Uncertainties: sÁ0.002, dPind ÕNˆ 2* 10Á0.03E-07
and DRFÁ0.2E¿02
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tive slope in the flow rate vs. head plane. On the other hand, at a
cavitation numbers low lower than the breakdown, the head is
smaller for smaller flow rate and the performance curve has a
positive slope. These situations are sketched in Fig. 2. For com-
pressors and fans, it is well known that the positive slope of the
performance curve can cause surge and rotating stall at smaller
flow rate.

Without cavitation, inducers with smaller blade angle from tan-
gent never stall and the performance curve has positive slope for
all flow rate. On the other hand, the head starts to decrease when
the cavity extends into the flow channel between blades. It was
shown by Stripling and Acosta@5# that the head drop can be
evaluated by the mixing loss downstream of the cavity terminus.
This is called ‘‘choke~by cavitation!.’’ The cavity thickness is
larger for smaller flow rate as shown in Fig. 3. Atshigh where the
cavity is shorter than the circumferential blade spacing, the cavity
does not block the main flow and the head drop is not significantly
increased with the decrease of the flow rate. On the other hand, at
s low where the cavity extends into the throat, the ‘‘blockage’’ due
to cavitation will be increased at lower flow rate and hence the
head drop due to the mixing loss or the increase of relative veloc-
ity will be increased. If the increase of the head loss associated
with the reduction of flow rate is larger than the increase of Eul-
er’s head, the performance curve will have a positive slope. So, it
is quite possible that the positive slope at smaller cavitation num-
ber is caused by the choke.

Figure 4 shows the spectrum of the inlet pressure fluctuation
and the phase difference of the signals from two pressure trans-
ducers separated by 144 degrees circumferentially@1#. The pres-
sure transducers are located on the casing wall, about~1/12! di-
ameter upstream from the leading edge of the blade, at the tip. The
rotational frequency of the impeller is 723 Hz. The phase differ-
ence at the spectrum peak, 366 Hz, is 147 deg, which is close to

the angular distance of 144 deg. This suggests that a disturbance
with one cell is rotating around the rotor at 366 Hz, with the
rotational speed ratio 366/72350.506. Since the head drop due to
cavitation is caused by choke, it is appropriate to call the instabil-
ity ‘‘rotating choke.’’ All reported cavitation instabilities occur in
a range of cavitation number where degradation of performance
due to cavitation is limited. So, this is a new type of cavitation
instability caused by the positive slope of pressure performance
due to cavitation choke. We should note there that the positive
slope of suction performance has a stabilizing effect, as shown by
Young et al.@6# for surge mode oscillation.

3 Theoretical Analysis of Rotating Choke
In order to take the head drop due to cavity blockage into ac-

count, we adopt a cavity model with a wake as shown in Fig. 5.
We consider a cavity wakeAETFF’CGH behind the cavityOAH.
The boundary of external inviscid flow is shown byOADD’C.
According to the concept of viscous/inviscid interaction@13#, we

Fig. 2 Head dependence for low and high cavitation number

Fig. 3 The ‘‘choke’’ phenomenon

Fig. 4 The spectrum of the inlet pressure fluctuation and the
phase difference of the signals from two pressure transducers
located apart by 144 degrees circumferentially. Uncertainties:
frequency Á2 Hz, phase difference Á5 degree

Fig. 5 Scheme of the cavity-wake flow: a… physical plane: the
cavity OAH; the mixing region AEGH; the near wake region
ETCG; b… linearized plane
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assume that the inviscid flow velocity at the boundaryy5yd is
identical to the viscous flow velocity at the outer boundary of the
turbulent wakey5d. The cavity wake is further divided into mix-
ing regionAEGH, near wakeETCG, and far wakeTFF’C .

3.1 Problem for the External Inviscid Flow. We consider
an inducer withN blades and assume that the flow is periodical
with the periodicity ofN blades. Following the work@3#, the flow
complex potential can be represented as the superposition of the
complex potentials:

W~z,t !5Ue2 iaz1S̃elte2 ibz1(
1

N

w̄n~z!1(
1

N

w̃n~z!elt,

(1)

where Ue2 iaz is the complex potential of the uniform flow;
S̃elte2 ibz is the complex potential of uniform perturbation;w̄n(z)
and w̃n(z)elt are the complex potentials of the steady and un-
steady perturbation respectively, induced by thenth blade of the
cascade;l5m1 j v is Laplace’s variable. The complex potentials
w̄n(z) and w̃n(z) are defined so that the perturbations vanish at
the upstream infinity.

The velocity disturbances due to the blades are represented by
sourcesqn and vorticesgn along the profiles as shown in Fig.
5(b) (n51,N). The complex conjugate velocity can be repre-
sented as follows:

dW

dz
5vx2 ivy5Ue2a1S̃elte2 ib1(

1

N

ūn~z!1(
1

N

ũn~z!elt,

(2)

where

ūn~z!5
1

2p E
0

c

q̄n~x! f n~z,x!dx1
1

2p i E0

c

ḡn~x! f n~z,x!dx,

ũn5
1

2p E
0

c

q̃n~x! f n~z,x!dx1
1

2p i E0

c

g̃n~x! f n~z,x!dx

1
1

2p i Ec

`

g̃ tn~x! f n~z,x!dx

f n~z,x!5
p

h
exp~2 ib!H cotFp

h
~z2x2he2 ib(n21)!G1 i J ,

andq̄n(x) andḡn(x) are source and vortex distributions inducing
the steady complex velocity perturbationsūn(z); q̃n(x) andg̃n(x)
are source and vortex distributions inducing the unsteady complex
velocity perturbationsũn(z)elt. g̃ tn(x)elt is the trailing vortex
behind thenth blades. It is assumed thatS̃, ūn(z) and ũn(z) are
much smaller thanU and the linearization is made based on this
assumption.

Boundary conditions. On the cavity surfaceOA and the cavity
closure contourAD, the steady and unsteady components of the
tangential velocity are given from the linearized Bernuoli’s equa-
tion and from the solution for the viscous wake problem:

v̄n~x!5H U1
sU

2
, 0,x, l̄ cn

v̄dn~x!, l̄ cn,x,c

, (3)

ṽn~x!5H ṽone
2 lx/U, 0,x, l̄ cn

ṽdn~x!, l̄ cn,x,c
, (4)

where ṽon is the complex amplitude of the tangential velocity
perturbation at the leading edgeO, ṽdn(x) is the complex ampli-
tude of the velocity perturbation along the boundaryAD. The
velocity perturbationṽon can be found from the unsteady Bern-

uolli’s equation applied between the leading edgezn05(n
21)heib of the nth blade and at some distancex52L upstream
where pressurep2L is assumed to be constant:

]fn

]t U
2L

1
v2L

2

2
1

p2L

r
5

]fn

]t U
0

1
v0n

2

2
1

pv

r
, n51,N

Linearizing the above equation on the assumption of small pertur-
bation and taking into account the relations:

]fn

]t U
2L

5lF2LS̃cosb1ReS (
k51

N

w̃k~2L !D G
52lLS̃cosb, v2L5U1S̃cosb,

]fn

]t U
0

5lf̃n0 ,

f̃n05(
k51

N

Re@w̃k~zn0!#,

we obtain:

l~f̃n01LS̃cosb!2US̃cosb1U~11s/2!ṽ0n50. (5)

On the other hand, with using Eq.~2! on the cavity surfaceOA
and the boundary of viscous and inviscid flowAD, we obtain:

Re@ ūn~z!#2
ḡn~x!

2
5 v̄n~x!2U, 0,x,c, n51,N, (6)

S̃cosb1Re@ ũn~z!#2
g̃n~x!

2
5 ṽn~x!, 0,x,c, n51,N,

(7)

wherez5x1h(n21)exp(ib).
If we put Eq.~3! and~4! into Eq.~6! and~7!, we obtain integral

equations with respect toq̄n(x),ḡn(x),q̃n(x) and g̃n(x).
On the pressure side of the profiles, the non-passage condition

takes the form:

2Ua1Im@ ūn~z!#2
q̄n~x!

2
50, 0,x,c, n51,N (8)

S̃sinb1Im@ ũn~z!#2
q̃n~x!

2
50, 0,x,c, n51,N (9)

which, combined with Eq.~2!, also provide integral equations
with respect to the singularities.

We assume that the pressure is continuous at the trailing edge of
the blades~Kutta’s condition!. By integrating the momentum
equation along the blades, this condition can be represented for
steady and unsteady components as follows:

ḡn~c!50, (10)

l

U E
0

c

g̃n~x!dx1g̃n~c!50, n51,N. (11)

We assume that the upper and lower boundaries of the far wake in
x.c are parallel with each other and we assume no sources there.
In order to have a continuous velocity at the trailing edge, we
need to require:

q̄n~c!50, q̃n~c!50, n51,N. (12)

The mass conservation for unsteady flow requires:

lNhS̃1(
n51

N E
0

c

qn~x!dx50 (13)

Equations~5!–~13! allow to determine the flow disturbance as
well as steady cavity lengthl̄ c and fluctuation of the cavity length
l̃ c , if the velocity perturbationv̄dn(x) ṽdn(x) along the boundary
of viscous and inviscid flow are known.
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The steady and unsteady cavity shape and the contour of inter-
actionAD can be calculated from@3#:

ȳ~x!5
1

U E
0

x

q̄~x!dx,

ỹn~x!5
1

U
e2 lx/UE

0

x

q̃n~x!elx/Udx.

y5yd5 ȳ~x!1 ỹ~x!elt

defines the unsteady boundary of the inviscid flow.

3.2 Unsteady Flow Model of the Wake. The cavity wake
is divided into three subregions as shown in Fig. 5: the mixing
region AEGH where the velocity profile is under development,
the near wake regionETCG interacting with the inviscid flow
under the completely developed velocity profile, and the far wake
TFF’C starting from the trailing edgeC of the bladeOC. The
terms ‘‘mixing region,’’ ‘‘near wake’’ and ‘‘far wake’’ are used
after the boundary-layer theory for cavitation-free separated flows
@9,13#. In the ‘‘mixing region’’ and ‘‘near wake,’’ the development
of the wake is calculated by taking account of the pressure gradi-
ent of the outer inviscid flow and neglecting the shear stress ex-
erted by the blade surface. Once the location of the inviscid flow
boundaryy5yd is determined from the outer inviscid flow analy-
sis, the wake model provides tangential velocityvd on the wake
surface, which is used as a boundary condition for the external
inviscid flow. For the steady component, outer inviscid flow and
inner wake flow is solved successively until the convergence is
obtained. For the unsteady component, both flows are solved si-
multaneously by linearizing the problem based on the assumption
of small unsteady disturbance. The far wake is assumed to have
no effect on the inviscid flow and hence no wake model is pro-
vided.

Mixing region . We consider a mixing region where the velocity
profile across the wake is under formation. The flow downstream
of the cavity is highly unsteady, turbulent and two-phase@7#. The
velocity of the liquid is substantially smaller than the main flow
velocity @8#. Under the influence of the pressure gradient a re-
entrant flow appears. The interaction of the re-entrant flow and
main flow cause large scale vortices and high turbulent stress. The
liquid flow into the cavity decreases the cavity length and in-
creases the density of the two-phase medium. The outflow from
the cavity on the contrary increases the cavity length and de-
creases the density in the mixing region. From the above consid-
erations, we assume that the flow velocityu0 and the densityr0 at
the beginning of the mixing region can be correlated with the
cavity lengthl c as follow:

u05
dlc
dt

, (14)

r 05r0 /r512
l c

l c max
(15)

wherel c max is the maximum partial cavity length just before ex-
tending to super cavity. When the cavity length approaches zero
l c→0, the non-dimensional density should approach oner 0→1,
which corresponds to the cavitation-free flow. Equation~15! is a
linear interpolation of these two limiting cases. We assume that
the non-dimensional densityr of the fluid in the mixing region is
transported with the flow velocityvd at the outer boundary of the
mixing region:

dr

dt
5

]r

]t
1vd

]r

]x
50. (16)

From the features of the flow in the mixing region mentioned
above, we assume that we can neglect the convective terms in the
x-component of the momentum equation. It gives:

]u0

]t
52

]p

]x
1

]t

]y
, (17)

The gradient of the shear stress is approximated by:

]t

]y
'

tm

h
,

where the shear stresstm between the upper and lower boundaries
of the mixing layer is determined by2tm5x1r0(vd2u0)2; x1 is
the turbulence factor andh is the blade spacing used as a charac-
teristic length. The valuex150.4 has been used in the present
calculations. Taking Eq.~14! into account, we can rearrange Eq.
~17! as follows:

]vd

]t
1v

]vd

]x
1

x1r

h S vd2
dlc
dt D

2

2r
d2l c

dt2
50. (18)

Eq. ~18! provides the tangential velocityvd on the wake surface
which is used as a boundary condition for the external inviscid
flow.

It is favorable that we can justify each assumptions of Eqs.
~14!–~17!. However, from the complexity of the flow near the
cavity closure, it is difficult to examine the validity of each as-
sumption and we need to depend on the final results for the vali-
dation of the model.

Unsteady near cavity wake. The flow in the near cavity wake
is characterized by the velocity profile formed under the action of
the longitudinal pressure gradient and the shape of the inviscid
flow boundary. The velocity profileu(y) across the wake is rep-
resented by using the form parameterm and an universal function
of velocity defectf ( ȳ):

u

vd
512m~x,t ! f ~ ȳ! (19)

wherem is the form parameter of the velocity profile,ȳ5y/d is
the non-dimensional coordinate across the wake,vd is the velocity
at the outer boundary of the viscous wake. The functionf ( ȳ)
52ȳ323ȳ211 is the universal velocity defect function for the
turbulent free mixing layers@9#. Equation~19! givesu5vd at the
outer boundaryȳ51 andu5u0[(12m)vd on the bladeȳ50.
We assume that there is a thin laminar sublayer atȳ50 where the
velocity changes from zero to the valueu0 . We assume that the
thickness of the laminar sublayer is so small that the momentum
in it can be neglected. We also assume that the laminar shear
stress in it can be neglected. From Eq.~19!, the displacement
thicknessd* and the momentum thicknessd** are given by:

d* 5E
0

dS 12
r0u

rvd
Ddy5dH* ~m,r !5dS 12r 1

rm

2 D ,

d** 5E
0

d r0u

rvd
S 12

u

vd
Ddy5dH** ~m,r !5d

rm

2 S 12
26

35
mD

(20)

von Karman’s integral momentum equation integrated over the
whole wake and the differential momentum equation applied at
y50 are used:

1

vd

]@d* 2~12r !d#

]t
1

d*

vd

] ln vd

]t
1

]d**

]x
1~2d** 1d* !

] ln vd

]x

50 (21)

r
]u0

]t
1ru0

]u0

]x
5

]vd

]t
1vd

]vd

]x
1

1

r

]t

]y U
y50

(22)

In the integral momentum equation~21!, the shear stress is ne-
glected both on the upper (y5d) and lower (y50) boundaries of
the wake. In the differential momentum Eq.~22!, the shear stress
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in the wake is considered to take account of the momentum trans-
fer within the wake. The gradient of shear stress is evaluated by:

]t

]y U
y50

5
tn

d
,

wheretn5x2r0(vd2u0)2 with vd5u(d) andu05u(0). The em-
pirical factorx250.03 has been used in the present calculations.

It is assumed that the direction of the wake flow velocity at the
outer-wake boundary (y5d) is identical to the slope of the invis-
cid flow boundary@13#. This condition can be represented as fol-
lows, by integrating the continuity equation across the wake:

S vy

vx
D

d

5
]yd

]x
5

]d*

]x
2~d2d* !

] ln vd

]x
2

d

vd

]r

]t
, (23)

wherevx and vy are the wake velocity components inx and y
directions.

The length of mixing regionl m is determined from the condi-
tion of the flow attachment:

d* ~ l m!5yd~ l m!, (24)

whered* 5dH* (1,r 0) is the displacement thickness of the mix-
ing layer. Equations~23! and~24! show thatyd corresponds to the
displacement thickness in the mixing region but differs slightly
from the displacement thickness in the near-wake region. In the
mixing region, we assume that the thicknessd of the mixing layer
shown in Fig. 5 is determined from the relationship obtained for
free jet boundary layers@11#:

]d

]x
5br0 ,

where b50.098 is used in the present calculations, determined
from Görtler’s theory@11#.

The mixing layer reaches the blade surface at pointG ~Fig. 5!
where the near wake starts. Downstream of the cross sectionGE
the density of the fluid increases rapidly due to higher pressure
there (p.pv) and the absence of the recirculating flows. In this
region it is assumed that the density of the fluid increases@10#
following the relation:

dr

dt
5

]r

]t
1vd

]r

]x
5vd

12r

Lr
, (25)

where the scale of relaxationLr50.2h is used in the present cal-
culations.

The system of Eqs.~22–25! can be used to determine the wake
variablesvd ,d,m and r when the shape of the external inviscid
flow yd(x,t) is given from the inviscid flow analysis. Rather
elaborate wake model used in the present analysis is intended to
obtain reasonable agreement of steady suction performance with
experiment@12#.

3.3 Linear Stability Analysis. The vortex and source distri-
butions are discretized along the blades at the locationsxi

n , i
51,M as shown in Fig. 5b. Using linear interpolation between
the pointsxi

n the inviscid flow problem is reduced to a system of
linear equations related to the strength of soucesqi

n and vortexg i
n

at these points.
Representing the flow parameters in the wake as a sum of

steady and unsteady componentsP(x,t)5 P̄(x)1 P̃(x)elt, where
P5$mn ,vdn ,ydn ,r n%, n51,N and linearizing the Eqs.~14–16!,
~18!, and~21–25!, we can obtain a system of linear ordinary dif-
ferential equations in terms of the complex amplitudes of oscilla-
tions. The system of equations for steady components of the pa-
rameters in the wake is nonlinear. An iterative procedure coupling
the steady viscous and inviscid flow is used in order to determine
the steady shape of the boundary of interaction and the tangential
velocity on this boundary.

The linear system of ordinary differential equations of the un-
steady viscous flow is discretized at the locationsxi

n mentioned
above. The derivatives are approximated by using finite differ-
ences and the obtained system of linear equations is added to the
system of the inviscid flow. The joint system of the linear equa-
tions of the unsteady viscous and inviscid flow can be represented
as follows

@ Ā~l,s,a!# 3
q̃i

n

g̃ i
n

ṽd i
n

m̃d i
n

l̃ n

ṽ0n

S̃

4 5@0# (26)

Here, it is assumed that the outlet flow rate does not oscillate. The
eigen value problem related with Laplace’s variablel is
detuĀ(l,s,a)u50. By solving this characteristic equation we obtain
the eigen frequencies of various kinds of cavitation instabilities.

4 Results and Discussion
Figure 6 shows the suction performance predicted by the

present model. The static head coefficient is estimated from

cst5
p22p1

rU2 50.5~11f2!S 12
v̄d2

2

v1
2 D ,

wherep1 andp2 are the pressure at the inlet and outlet correspon-
dently, vd2 is the velocity at the outlet of the cascade,v1

25U2

1vm
2 5U2(11f2) is the mean velocity at the inlet,vm is the

meridional ~axial! velocity, f is the flow coefficient. The head
decrease due to cavitation is associated with the increase of rela-
tive velocity vd2 caused by the displacement effect of the cavity
wake. On the suction performance curves, the occurrence of ro-
tating cavitation is shown by open symbols, while the onset of
rotating choke is shown by closed symbols. We note that the ro-
tating cavitation occurs mainly in the range where the perfor-
mance degradation is insignificant, while rotating choke occurs
where the head is decreased due to cavitation.

The performance curve in the flow coefficient vs. head plane is
shown in Fig. 7, where the occurrence of rotating cavitation and
rotating choke is also shown by open and closed symbols respec-
tively. The same observations as with Fig. 6 are evident also in
this figure. Rotating choke occurs typically in the region with
positive slope of the performance curve, which is quite different

Fig. 6 Cavitation performances of the cascade and region of
instability for various angles of attack: stagger angle 80 deg,
solidity 2.35. Uncertainty cstÁ0.005.
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from rotating cavitation. This suggests that rotating choke is
caused by the positive slope of the performance curve associated
with choke.

Figure 8 shows the propagation velocity ratiov/V of rotating
cavitation and rotating choke, defined as the ratio of the propaga-
tion velocity v of the instabilities observed in a stationary frame
to the rotational speedV of the impeller. Rotating choke is found
only at smallers. Rotating cavitation rotates faster than impeller
speed but rotating choke rotates about a half of the impeller speed.
This agrees with experimental observations. With the present
wake model, it cannot be shown analytically that the instabilities
depend ons/~2a!. However, the numerical results show that the
s/~2a! rule found for linear closed cavity@3# practically applies to
the present case, for both rotating choke and rotating cavitation.

Figure 9 shows the cavity shapes with rotating cavitation and
rotating choke at their onset points~the largest cavitation number!.
For rotating choke the mixing region extends to the throat of the
blade channel. Rotating stall in impellers with longer blade rotates
with a speed only slightly smaller than impeller speed, caused by
the inertia effect of the fluids in the impeller. Lower speed of the
rotating choke may be caused by the decrease of the inertia effect
due to cavitation. On the other hand, rotating cavitation starts to
occur with much shorter cavity. With a closed cavity model, it has
been shown that various types of cavitation instability start to
occur when the cavity length reaches about 65% of the spacing
@3#. The results shown in Fig. 9 suggest that the total length of
cavity plus mixing region plays an important role in the present
model.

Figure 10 shows the steady cavity lengthl c of closed model and
the total length of cavity and mixing regionl m , normalized by the
blade spacingh, plotted againsts/~2a!. The regions of rotating
cavitation and rotating choke occurrence are also shown. It is

clearly shown that rotating cavitation starts to occur when the
cavity length ~closed model! or the total length of cavity and
mixing region~wake model! exceeds 65% of the blade spacing,h.
This can be explained by the interaction of the local flow near the
cavity closure with the leading edge of the next blade@3#. On the
other hand, rotating choke starts to occur when the total length of
cavity and mixing region exceeds 150% of the spacing.

Thus, the present model can simulate two important character-
istics of rotating choke, the onset condition and frequency. How-
ever, predicted suction performance shown in Fig. 6 is signifi-
cantly different from the experimental curve as shown in Fig. 1.
Positive slope and hence rotating choke are unusual and not ob-
served for many inducers. This may be caused by nonlinear and/or
three dimensional effects. On the same reasons, we cannot expect
quantitative agreement of the range of rotating choke and rotating
cavitation in the present linear 2-D calculations. The model in-
cludes a series of empirical coefficients the values of which were
chosen from the previous analysis of the predicted and experimen-
tal cavitation performances of inducers@11#. If we change some of
these oefficients, we may obtain better quantitative agreement be-
tween the calculated and test results. However, we did not make
such attempts since the goal of the study is to give a physical
explanation of the new type of cavitation instability. Further re-
search is needed for the complete understanding of rotating choke.

Fig. 7 Head performance of the cascade for various values of
cavitation number and region of instability: stagger angle 80
deg, solidity 2.35. Uncertainty cstÁ0.005.

Fig. 8 Propagation velocity ratio for the rotating cavitation
and rotating choke. Uncertainty vÕVÁ0.01

Fig. 9 The unsteady cavity shapes at the onset point of cavi-
tation instability; fÄ0.095; stagger angle 10 deg; solidity of
the cascade 2.35. The amplitude of oscillation of cavity length
is assumed to be l̃ cÄ0.3l̄ c . Cavity is shown by white area and
the density in the mixing region and wake is shown by the
darkness. Uncertainties: x ÕhÁ0.001, y ÕhÁ0.001. a… rotating
cavitation „sÄ0.26…; b… rotating choke „sÄ0.077…

Fig. 10 Cavity length „closed model, l closed … and total length of
cavity and mixing region „wake model, l m… versus parameter
sÕ„2a…; the gray bars show the range of instability; blade angle
10 deg, solidity 2.35, angle of attack 4 deg. Uncertainties: l c Õh
Á0.001, l m ÕhÁ0.001
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Conclusions
Rotating choke is analyzed by using a cavity model with a

cavity wake. It was shown that the model proposed can predict not
only rotating choke but also rotating cavitation. Rotating choke is
predicted in the region where the performance curve has positive
slope due to choke. Predicted propagation velocity is 0.3–0.6,
which agrees with experimental observation. From these results,
we can conclude that rotating choke is a two dimensional local
flow instability caused by the positive slope of performance curve
due to the choking of flow passage with cavitation. This mecha-
nism is completely different from other cavitation instabilities
such as cavitation surge and rotating cavitation, that are caused by
positive mass flow gain factor.
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Nomenclature

c 5 chord length
b 5 free mixing layer spreading factor
h 5 cascade pitch

Fc 5 area of the wake
i 5 imaginary unit in space,i 2521
j 5 imaginary unit in time,j 2521

l c 5 cavity length
l m 5 total length of the cavity and mixing region
L 5 upstream conduit length
m 5 form parameter of velocity profile or an integer

number
N 5 number of blades
n 5 blade index

p,pv 5 pressure and vapor pressure
q 5 strength of sources
r 5 non-dimensional density
u 5 x-component velocity in the wake
v 5 velocity modulus for inviscid flow
U 5 circumferential velocity
S̃ 5 perturbation of axial velocity
t 5 time

W 5 complex potential
w 5 perturbation of complex potential
x 5 location of discrete point on coordinate x

yd 5 boundary of inviscid flow
z 5 physical plane5x1 iy

Q 5 volumetric flow rate
Qd 5 design volumetric flow rate

a 5 angle of attack

b 5 blade angle
x 5 coefficient of turbulent viscosity
d 5 thickness of viscous layer

d* 5 displacement thickness
d** 5 momentum thickness

l5m1jv 5 Laplace’s variable
u 5 complex velocity perturbation
f 5 flow coefficient, potential
g 5 strength of vortex
r 5 liquid density
s 5 cavitation number
t 5 tangential stress

cst 5 static head coefficient
v 5 frequency of oscillations
V 5 shaft rotational frequency

Superscript and Subscript

2 5 steady component
; 5 complex amplitude of unsteady component

n 5 blade index
d 5 parameters at outer boundary of viscous layer
0 5 parameters at the suction side of the profile
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An Experimental Study of
Unsteady Partial Cavitation
Unsteady partial cavitation can cause damage to hydraulic machinery and understanding
it requires knowledge of the basic physics involved. This paper presents the main results
of a research program based on wall-pressure measurements aimed at studying unsteadi-
ness in partial cavitation. Several features have been pointed out. For cavity lengths that
did not exceed half the foil chord the cavity was stated to be stable. At the cavity closure
a peak of pressure fluctuations was recorded originating from local cavity unsteadiness in
the closure region at a frequency depending on the cavity length. Conversely, cavities
larger than half the foil chord were stated to be unstable. They were characterized by a
cavity growth/destabilization cycle settled at a frequency lower than the previous ones.
During cavity growth, the closure region fluctuated more and pressure fluctuations trav-
eling in the cavity wake were detected. When the cavity was half the foil chord, cavity
growth was slowed down and counterbalanced by large vapor cloud shedding. When the
cavity length was maximum (l/c;0.7–0.8), it was strongly destabilized. The reason for
such destabilization is discussed at the end of the paper. It is widely believed that the
cavity instability originates from a process involving the shedding of vapor clouds during
cavity growth, a re-entrant jet, and a shock wave phenomenon due to the collapse of a
large cloud cavitation.@DOI: 10.1115/1.1627835#

Introduction
Partial cavitation is commonly encountered on lifting surfaces

such as hydrofoils or blades on propellers and pumps. It generally
occurs in the vicinity of the leading edge in incidences for which
a pressure peak takes place on the suction side and is reduced
below the liquid vapor pressure. In some cases, partial cavitation
exhibits instabilities that can cause severe damage to hydraulic
systems. Partial cavitation is unsteady by nature; however, at the
early phases of development the location of the cavity closure
does not vary very much and the cavity is often stated steady and
stable. As the cavity grows, the variation of the cavity closure
location increases leading to unsteadiness effects. Under some
conditions, the unsteadiness leads to cavity destabilization and
breakdown. Under destabilization, the cavity alternates strongly
between a small partial cavity and a large cavity. The destabiliza-
tion process results in the shedding of large bubbly vapor struc-
tures, called ‘‘cloud cavitation,’’ which is known to induce high-
level pressure pulses and to be a destructive form of cavitation,
@1#. Although many interesting works have been published to un-
derstand the physical mechanisms involved, they are not yet fully
understood,@2#. A mechanism of cavity destabilization and tran-
sition to cloud cavitation was often attributed to a re-entrant jet at
the end of the cavity,@3–8#. However, several complex features
can be involved in partial cavitating flow such as bubbly flow,
laminar, transition or turbulent flow, detached and reattached flow,
shear layer and vortical structures, deforming surface. Conse-
quently, more than one type of partial cavity has to be considered.
Also, other mechanisms can lead to cavity instability such as bub-
bly flow shock wave, instability of the shear layer on the cavity
surface, deforming surface instability, transitional instability be-
tween partial and super cavitation or surge instability. For in-
stance, Laberteaux and Ceccio@9# observed two types of partial
cavities with two distinct behaviors:closedre-entrant partial cavi-
ties formed on a two-dimensional NACA0009 hydrofoil, andopen
partial cavities without re-entrant flow~although recirculation
flow was detected for some cases! on a plano-convex hydrofoil. A

closedpartial cavity has a clear interface, a cavity closure rela-
tively free of bubbles and a re-entrant jet at the cavity closure.
Conversely, anopencavity is typically ‘‘frothy’’ and has a peri-
odically varying length associated with the shedding of vapor
clouds. Kawanami et al.@10# also observed two types of cavity
depending on whether the boundary layer is of a burst type or
nonburst type. The burst type corresponds to a laminar separation
in a long bubble whereas the nonburst type corresponds to a short
separation bubble with the flow reattaching in the vicinity of the
leading edge,@11#. The shape, fluctuations in length and type of
partial cavities are quite different whether the boundary layer
along a foil section will burst or not. Callenaere et al.@8# identi-
fied a transition between short and long cavities, with those insta-
bilities originating from a re-entrant jet or surge-type instability,
respectively.

Although unsteady partial cavitating flow has complex features,
substantial efforts have been made in modeling cavitating flow to
understand unsteady partial cavitation and transition to cloud cavi-
tation. Kubota et al.@12#, using a bubble two-phase flow model
showed that cloud cavitation can result in the separation and the
rollup of the boundary layer at the cavity leading edge meaning
that the instability of the shear layer may produce the cavitation
cloud. The re-entrant jet exists at the cavity trailing-edge region
but plays a less important role in the separation mechanism of the
cavitation cloud. Chahine and Hsiao@13# using a coupled
RANSE-BEM method showed that cavity shape oscillations
might occur due to the formation of a re-entrant jet or to the
development of a wave over the cavity surface with amplitude
large enough to cut the cavity into two parts. These might occur
simultaneously under some flow conditions. Arndt et al.@14#
based on LES simulations and experiments indicate that depend-
ing ons/~2a!, two mechanisms are found for cloud cavitation. At
high values ofs/~2a!, a re-entrant jet dominates, whereas at low
values, a bubbly flow shock wave dominates. The transition was
found to occur fors/~2a!54. From a theoretical analysis, Wa-
tanabe et al.@15# show theoretically that although cavity shedding
and re-entrant jet are not taken into account, instability can origi-
nate from the transitional cavity oscillation between partial and
super cavities. A brief review of these recent works indicates that
fundamental knowledge of the basic physics resulting in cavity
destabilization and transition to cloud cavitation is still progress-
ing and need to be documented. Particularly, the complex flow
near the cavity closure region requires close examination. Follow-
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ing previous works,@16,17#, the present paper focuses on the un-
steadiness and instability of partial cavitation. This is achieved by
means of wall-pressure measurements using an instrumented hy-
drofoil equipped with wall-pressure transducers. The experimental
investigation was performed ranging from conditions close to in-
ception to the conditions where an unstable cavity arose. For
stable cavities, transducers in the vicinity of the cavity closure are
used to characterize the unsteadiness of this region. For unstable
cavities, the cavity break by the re-entrant jet, the main vapor
cloud emission and the residual cavity evolution, are captured by
ten aligned transducers. Measurements of lift and drag were also
performed.

Experimental Setup
The experiments were carried out in the Ecole Navale Cavita-

tion Tunnel, fitted with a 1 mlong and 0.192 m wide square cross
test section. In this device, velocities of up to 15 m/s and pressures
between 30 mbar and 3 bars can be achieved. A regulation system
sets the pressure and the velocity to prescribed values, which lead
to the cavitation number values of the measurements. The de-
signed foil for this project was a two-dimensional cambered foil
of the NACA66 series, for which the theoretical coordinates are
given in Table 1. The relative maximum thickness wast512% at
45% from the leading edge and the relative maximum camber was
2% at 50% from the leading edge. The chord length wasc
50.150 m and the span was 0.191 m. The material for the hydro-
foil was polished stainless steel. Two identical hydrofoils were
fabricated. One was equipped with wall-pressure transducers. Ex-
cept for lift and drag measurements, the hydrofoil was clamped on
both sides of the tunnel walls. The angle of incidence was given
with respect to the zero angle of incidence. The latter was adjusted
by aligning the foil chord to the horizontal top of the test section
taken as a reference surface. This was achieved by positioning the
trailing edge with respect to the top of the test section using a
special mechanical gauge. The foil incidence was driven by a
step-by-step DC motor, resulting in a precision on the angle read-
ings of 61/60 deg.

Pressure measurements were carried out using seventeen piezo-
resistive transducers~Keller AG 2 MI PAA100-075-010! of 10
bars maximum pressure. The pressure transducers were mounted
into small cavities with a 0.5 mm diameter pinhole at the foil
surface~see Fig. 1~a!. The Helmoltz natural frequency of the cav-
ity is 85 kHz in water. The transducer locations are given on Fig.
1~b!. As shown, one set of ten transducers was aligned along the
chord on the suction side fromx/c50.05 up to the trailingx/c
50.90 with a step of 0.10c from x/c50.10. Two sets of three
transducers were arranged parallel to this line in order to analyze
three-dimensional effects. One transducer was also mounted on
the opposite face in order to analyze the effect on the pressure side
of cavitation developing on the suction side. Before mounting the
hydrofoil in the test section, the pinhole, just upper each trans-
ducer, was water filled using a syringe. Anin-situ calibration was
performed to take transducer assembly into account. The transduc-
ers were calibrated simultaneously by decreasing the static pres-
sure in the test section from 1.5 bars to 0.05 bars with a step of
0.05 bars at zero flow velocity. The transducers responses were
found to be linear~see Fig. 2! and the coefficients of the linear
regression were used to convert Volts in Pascals. To control
any deviation during the experiments, the calibration procedure
was performed systematically before and after each series of
measurements.

Signals from the wall-pressure transducers were amplified, fil-
tered and collected through a 16-channel 16-bit A/D digitizer VXI
HPE1432A, at simultaneous sample with a maximum available
sample frequency of 51.2 kHz. The control and the measurement
data storage were performed by a PC through an HPE8491A/
IEE1394 PC link to VXI. The acquisition programs were
developedin-situ and the signal processing was developed using

MATLAB® software. Two nominal sample frequencies, 51.2 kHz
and 1.024 kHz, were selected, corresponding to samples of 0.64 s
and 4.00 s, respectively. Spectral analysis was obtained from the
average of eight individual spectra.

Finally, lift and drag were also measured using a resistive gauge

Fig. 1 „a… Transducer mounting. „b… Location and nomencla-
ture of the pressure transducers, filled symbol is on the pres-
sure side. Units in millimeter.

Table 1 Coordinates of the tested hydrofoil

x/c y/c x/c y/c

0,000000 0,000000 0,000000 0,000000
20,000173 0,002046 0,000123 20,000530

0,000246 0,004647 0,001125 20,002977
0,001346 0,007110 0,002705 20,005255
0,003148 0,009593 0,004941 20,007456
0,005551 0,012035 0,007885 20,009478
0,008995 0,014762 0,012011 20,011509
0,013509 0,017653 0,017255 20,013475
0,019545 0,020864 0,024086 20,015482
0,027070 0,024273 0,032440 20,017467
0,036197 0,027872 0,042411 20,019444
0,046867 0,031575 0,053931 20,021377
0,059025 0,035312 0,066930 20,023242
0,072601 0,039049 0,081336 20,025035
0,087531 0,042754 0,097080 20,026756
0,103750 0,046389 0,114097 20,028391
0,121195 0,049922 0,132317 20,029933
0,139799 0,053343 0,151675 20,031393
0,159495 0,056643 0,172102 20,032772
0,180221 0,059786 0,193536 20,034041
0,201918 0,062725 0,215911 20,035169
0,224521 0,065435 0,239160 20,036161
0,247963 0,067921 0,263218 20,037034
0,272179 0,070179 0,288017 20,037790
0,297102 0,072199 0,313493 20,038414
0,322671 0,073961 0,339581 20,038910
0,348822 0,075431 0,366214 20,039267
0,375488 0,076615 0,393327 20,039470
0,402604 0,077522 0,420855 20,039540
0,430107 0,078104 0,448731 20,039410
0,457932 0,078300 0,476890 20,039042
0,486010 0,078085 0,505264 20,038453
0,514276 0,077477 0,533788 20,037652
0,542662 0,076471 0,562395 20,036640
0,571101 0,075059 0,591019 20,035423
0,599524 0,073243 0,619594 20,034009
0,627866 0,071022 0,648054 20,032405
0,656057 0,068390 0,676334 20,030630
0,684030 0,065358 0,704371 20,028722
0,711719 0,061944 0,732100 20,026703
0,739054 0,058133 0,759457 20,024586
0,765966 0,053929 0,786385 20,022480
0,792374 0,049272 0,812828 20,020500
0,818200 0,044138 0,838712 20,018533
0,843402 0,038681 0,863964 20,016484
0,867937 0,033027 0,888517 20,014315
0,891756 0,027250 0,912300 20,012005
0,914812 0,021431 0,935248 20,009564
0,937060 0,015648 0,957425 20,006953
0,958581 0,009949 0,978894 20,004146
0,979449 0,004342 1,000000 20,001178
1,000000 20,001178
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hydrodynamic balance carefully calibrated in our laboratory. In
that case, the measurements were carried out on the hydrofoil
without pressure transducers.

For the experiments, the nominal freestream velocityU was
5.33 m/s, corresponding to a Reynolds number based on the foil
chord length Re50.83106. The nominal angle of incidencea of
6° was selected, but a control using the lift measurements showed
that the effective angle was 6.5 deg. This value corresponds to an
angle for which partial cavity clearly developed. Figure 3 shows
an example of stable cavity studied in the present experiment. As
shown, the cavity leading edge is formed of blunt ‘‘glossy’’ fin-
gers. The cavity surface experiences a transition close to the lead-
ing edge and it is ‘‘frothy’’ over the major part of the cavity
length. Characteristic horseshoe shaped cavitating structures are
observed in the cavity wake. This suggests an open cavity as
classified by Labertaux and Ceccio@9#.

Uncertainties
Part of uncertainty is inherent in the flow conditions: the flow

velocity, the pressure in the test section, the cavitation number and
the angle of incidence. The uncertainty on the mean flow velocity
is about 2%. The uncertainty on the pressure is about 3%. The
resulting cavitation number variability is estimated to beDs
560.05. However during the experiments, great care was taken
to record the samples at the prescribed values ofs, with a vari-
ability less thanDs560.02. The uncertainty ofa is mainly due to
the uncertainty of the zero angle of incidence~taken as a refer-
ence! and although care was taken to control it, the uncertainty
was estimated to be as large asDa560.2 deg. For the pressure

transducers calibration, the recorded noise wasPrms5150 Pa and
the deviation toward linearity was about 250 Pa~0.25% of the
measurement range!. The noncavitating pressure measurements
show good reproducibility, withDCp,0.03. Finally, after the bal-
ance calibration measurements, the lift and drag uncertainties
were estimated by testing several loads on the calibration device,
leading toDL565N and DD561N, corresponding toDCL5
60.012 andDCD560.002 using the nominal free stream veloc-
ity ~respectively;1% and;5% of the measurement ranges!.

Results
The measured lift and drag coefficients are given on Fig. 4. The

zero lift angle is found to be22.5 deg compared to the un-
bounded theoretical value of22.35 deg,@18#. As shown, the lift
coefficient increases linearly and is closed to the theoretical value
up to 2 deg. Then, it is larger and exhibits a ‘‘plateau’’ behavior
with a quasi-constant value between 4 deg and 6 deg and in-
creases again beyond. The ‘‘plateau’’ in the lift evolution between
4 deg and 6 deg is associated with an increase in the drag~See
Fig. 4~b!! and often assumed to be due to viscous effects of a
separation bubble at the leading edge,@11#. It was found that the
plateau extent tends to be reduced as the velocity increases. The
meanpressure coefficient for the noncavitating flow is shown in
Fig. 5. The isolated point corresponds to the transducer on the
pressure side. The figure includes several measurement series and
shows a satisfactory reproducibility of the measurements (DCp
,2.5% of the measurement range!. It must be pointed out that the

Fig. 2 Example of pressure transducer calibration curve

Fig. 3 Aspect of the cavity. Flow is from the left.

Fig. 4 „a… „b… Measured lift and drag coefficient for the non
cavitating flow, straight line on „a… is the theoretical value CL
Ä0.1097„1À0.83t…„a¿2.35… „inviscid unbounded calculation
with viscous corrections, †18‡…. „c… Lift to drag ratio for various
cavity lengths, labels are the mean relative cavity lengths „see
also Table 2 ….

Fig. 5 Pressure coefficient for the noncavitating flow, aÄ6.5
deg
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pressure coefficient peak of21.4 at x/c50.05 is not the mini-
mum pressure coefficient, which occurs closer to the leading edge,
@16#.

When partial cavitation developed, two cases were observed.
For cavity lengths smaller than half the foil chord, the closure
cavity location experienced small variations and the cavity was
unsteady but was stated to be ‘‘stable.’’ Conversely, when the
cavity length was larger than about half the foil chord, a cavity
growth/destabilization cycle was observed: the cavity pulsated
and its length varied periodically from the vicinity of the leading
edge, up to a maximum value ofx/c;0.7– 0.8. In that case, the
cavity was stated to be ‘‘unstable.’’ If the cavitation number de-
creased more, the cavity extended periodically from the trailing
edge (l /c51) up to the leading edge inducing a large and low
frequency vibration of the hydrofoil that was transmitted to the
surrounding structures. If the cavitation number was decreased
more then the partial cavity transited to super cavitation.

The hydrodynamic coefficient measurements in cavitating flow
are given on Table 2 and Fig. 4~c!. As shown both the lift and the
drag coefficients increase leading to a loss in the hydrofoil effi-
ciency, CL /CD . For stable cavities (l /c,0.5), Figs. 6~a–c!
shows that the pressure coefficient is constant in the cavity and
very close to the opposite of the cavitation number. At the cavity
closure, the pressure coefficient experiences an adverse pressure
gradient, and recovers the noncavitating value downstream. The
vertical bars on Fig. 6 show that the recompression is accompa-
nied by an increase in the intensity of pressure fluctuations. The
relative intensity of pressure fluctuations is clearly depicted on
Fig. 7 for various cavity lengths. As shown, a pressure peak is
located at the cavity closure. The peak level increases as the cavi-
tation number decreases~and cavity increases! within 10 to 19%
of the dynamic pressure. Within the cavity (x/c, l /c), the inten-
sity of the pressure fluctuations is fairly constant and lower than
the noncavitating flow. A net increase in the pressure fluctuations
is recorded in the cavity wake. Forl /c;0.4, a spectral analysis
revealed that the increase of the pressure fluctuations intensity at
the cavity closure is associated with a frequency of 19 Hz~see
Fig. 8 for x/c50.4). As shown, this frequency still exists atx/c
50.5 but it spreads atx/c50.6 in the cavity wake and is no longer
detected atx/c50.7. On the other hand, a secondary frequency
~40 Hz! about double as the dominant frequency is detected in the
cavity wake~see Fig. 8 forx/c50.6). The main frequency in the
closure region was also observed for others cavity lengths. The
peak frequency decreased as the cavity length increased. It was 23
Hz for l /c;0.3 and 14 Hz forl /c;0.5. Whenl /c was closed to
0.5, a lower frequency about 5 Hz was also detected together with
the higher frequency of about 40 Hz.

At this stage a slight decrease in the cavitation number leads to
an unstable cavity characterized by a cavity growth/destabilization
cycle ~see photographs on Fig. 9!. The frequency of the cycle was
smaller than the previous ones and increased linearly with the
velocity leading to a Strouhal numberf c/U;0.11~see Table 3!. A
secondary frequency, twice as high as the fundamental one, was
always detected in the power pressure spectra. The periodic
change of cavity length yields to the pressure coefficient on Fig.
6~d! showing that, from the leading edge up tox/c;0.5, the mean

pressure coefficient is approximately an average value between
the cavitation number~vapor! and the noncavitating pressure co-
efficient ~liquid!.

An increase in pressure fluctuation intensity all along the suc-
tion side with a maximum atx/c;0.5 can be observed on Fig. 7
~for s51.25!. Figure 10 depicts the instantaneous pressure signals
during two cycles of cavity growth/destabilization on the suction
side together with the pressure on the pressure~last signal, C11!.
As shown, on the suction side the transducers~betweenx/c

Fig. 6 Pressure coefficient for various cavity lengths, „a… „b…
„c… stable cavity, „d… unstable cavity „ l ÕcÌ0.5…. Vertical bars are
ÁPrms Õq .

Fig. 7 Pressure fluctuation intensity for various cavity lengths

Table 2 Measured lift and drag coefficient for various cavity
lengths, aÄ6 deg, Re50.8Ã106

l /c CL CD

0.00 0.791 0.032
0.07 0.776 0.032
0.15 0.802 0.035
0.30 0.864 0.041
0.35 0.865 0.041
0.40 0.875 0.043
0.75 0.877 0.050
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50.1 tox/c50.7– 0.8) pass alternately from the vapor pressure to
the noncavitating pressure. This corresponds to the low frequency
of 3.625 Hz of Table 3. For tP@0.13 s,0.17 s# ~resp. t
P@0.41 s,0.46 s#) the pressure increases over the whole suction
side ~see dashed vertical lines on Fig. 10 for C31 to C81!: the
cavity is destabilized and disappears. DuringtP@0.17 s,0.41 s#
~resp.tP@0.46 s,0.64 s#) the cavity length increases. As the cavity

grows, the transducers experience, one after another, an increase
in pressure fluctuations before falling to the vapor pressure~see
arrows on Fig. 10 for C4, C5, C61, and C7!: This corresponds to
the cavity closure passing over the transducers. It is observed that
when the cavity length is half the foil chord, the decrease in pres-
sure is more gradual and more fluctuating~see Fig. 10, C61!. At
that time, pressure fluctuations are convected in the cavity wake
~see, for instance, labels~a! and~b! on Fig. 10!. This corresponds
to the shedding of vapor clouds, which are known to be detectable
by a pressure transducer as a decrease in pressure near the vapor
pressure, followed by an increase in pressure fluctuations,@19#.
So, it appears that when the cavity is half the foil chord, the cavity
growth is slowed and is counterbalanced by vapor cloud shedding.
The cloud shedding sequences~a! and~b! are depicted on Fig. 11
showing the spatial-temporal pressure distribution. The frequency
of cloud shedding was estimated at roughly 40 Hz and their con-
vection velocity was 3.2 m/s, about half the velocity of the non
cavitating flow atx/c;0.8. As the cavity length increased more
( l /c.0.5), the intensity of the pressure fluctuations associated to
cloud shedding increased. When the cavity length was maximum
( l /c;0.7– 0.8), a major pressure perturbation was observed at
approximately the middle of the cavity and destabilized the cavity
~see label~c! on Fig. 10 and Figs. 9~f–g!!. The destabilization
process is clearly depicted on Fig. 12, which shows the spatial-
temporal pressure distribution on the suction side corresponding
to label ~c!. As shown the major pressure perturbation occurs for
x/c;0.4 ~see t50.411 s) and cuts the cavity into two parts: a
partial cavity and a large cloud cavitation~see also Fig. 9~g!!. The
cloud cavitation moves downstream~see arrows on Fig. 12!. Dur-
ing this time the cavity tends to continue its growth. When the
cloud cavitation reaches the trailing edge, the cavity length de-
creases suddenly and the pressure increases passing over the non-
cavitating value~see for t50.450 s on Fig. 12! before a new
growth/destabilization cycle begins again. The filled symbols on
Fig. 12 show that little three-dimensional effects exist during cav-
ity destabilization. We have to point out that, as far as this experi-
ment is concerned, the pressure transducers did not detect the
front of the re-entrant jet, as a pressure wave which travels up-
stream, prior to cloud shedding and destabilization. However, the
re-entrant jet development was observed by top view visualiza-
tions. It is also interesting to observe that the pressure measured
on the pressure side~see Fig. 10, C11! varies significantly during
the destabilization phase.

Discussion
For l /c,0.5, relatively small oscillations of the cavity length

were observed and the cavity was stated to be stable. The domi-
nant frequency corresponding to the cavity closure oscillation
gives a constant Strouhal numberf l /U50.2 in agreement with
the Strouhal number found by Callenaere et al.@8# using wall-
pressure measurements, but differs from the value close to 0.3
found by others using impedance probes,@6#, or based on high-
speed visualizations,@5#. The reason for such a difference is not
clearly understood but George et al.@20#, using electrical imped-
ance probes, found Strouhal numbers ranging between 0.23–0.45
meaning that a given range of Strouhal number is probable. On
the other hand, the secondary frequency~;40 Hz! detected in the
cavity wake forl /c50.4 corresponds to a Strouhal numberf l /U
50.45. It is 0.29 using the cavity length andUA11s as a veloc-

Fig. 8 Power spectral density, dashed line is the noncavitating
flow, sÄ1.34, l ÕcÈ0.4

Fig. 9 Photographs of partial cavitation during cavity growth Õ
destabilization cycle. Time between two consecutive images is
1Õ25e s.

Table 3 Frequency of oscillation of the cavity as a function of
the velocity

U (m/s) f (Hz) f c/U

5,33 3,625 0,102
6,66 5,250 0,118
8,00 6,250 0,117

10,00 8,125 0,121
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ity scale. The value of 0.2–0.3 is often attributed to the presence
of a re-entrant jet. Here, the pressure measurements did not detect
a clear sign of a reverse flow such as a pressure wave traveling
from the cavity closure towards the leading edge. This is consis-
tent with the model of an open cavity—without re-entrant jet—
suggested by the ‘‘frothy’’ aspect of the cavity,@9#. However, to be
clearly detected the re-entrant jet must have an extent larger than
the spacing between two consecutive transducers. As the cavity
closure oscillates with small amplitude the capability of the wall-
pressure transducer arrangement to detect a re-entrant jet with
small amplitude can be questioned.

For l /c.0.5, the cavity varied periodically from a small (l /c
;0.1) to a long cavity (l /c;0.7– 0.8) producing large cloud
cavitation and was stated to be unstable. In certain cases, the
cavity could disappear totally on the foil surface (l /c;0). The
frequency of the phenomenon was lower than the previous ones. It
increased linearly with the velocity and corresponded to a con-
stant value of the Strouhal number,f c/U50.11. A secondary fre-
quency, twice as high as the fundamental one, was also observed.
The low Strouhal numberf c/U50.11 is close to low theoretical
values for transition between partial cavitation and supercavitation
found by Watanabe et al.@15#, without modeling re-entrant jets or
cloud shedding in their simulations. Contrary to Watanabe who
found that the oscillation of the cavity length ranged between 0.2

and 1.5 chord length, in the present experiments the maximum
length of the partial cavity never exceeded 0.75–0.8 of the chord
length and it was observed that the cavity growth stopped and was
supplanted by cloud shedding. Arndt et al.@14# showed that, de-
pending ons/~2a!, two competitive mechanisms can be respon-
sible for cloud cavitation. For large values a re-entrant jet was
found to dominate whereas for smaller values ofs/~2a! bubbly
flow shock waves dominated. The transition was found to occur
for s/~2a!54. The data which we observed during the transition
between stable and unstable cavity are plotted on Fig. 13 using
2(a2ao) instead of 2a ~this is equivalent to Arndt et al.@14#
using a symmetrical hydrofoil,ao50). It is very interesting to
observe that the transition is consistent with the transition given
by s/2(a2ao)54. Moreover, the relative frequencyf c/U
50.11 of the unstable cavity (l /c.0.5) agrees with 0.15 found by
Kjeldsen et al.@21# thus attributing the instability to shock wave
physics. Song and Qin@22# observed numerically that a cloud
cavity generated by a long sheet cavity might emit rarefaction
waves on the pressure side before collapsing. In the present case,
the dynamics of cavity growth/destabilization cycle are the fol-
lowing: ~1! for small cavity length (l /c;0.1– 0.2) the cavity in-
creases without shedding vapor cloud structures;~2! as the cavity
continues to increase, it begins to shed vapor clouds;~3! when
l /c;0.5, the cavity growth is slowed, unsteadiness of the closure

Fig. 10 Instantaneous pressure signals during cavity growth Õdestabilization cycle, sÄ1.25, C11 is the instantaneous pressure
signals on the pressure side
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increases and the cavity produces larger vapor clouds;~4! when
l /c;0.7– 0.8, a pressure peak occurs towards the middle of the
cavity surface and is strong enough to cut the cavity into two
parts—a residual partial cavity still attached to the leading edge
( l /c;0.3– 0.4) and a large cloud cavitation which is convected
downstream;~5! during the convection motion of the cloud, the
residual cavity tends to continue its growth;~6! when the cloud
reaches the trailing edge, it collapses, and the residual cavity
length suddenly decreases~in some cases the hydrofoil could be
free of cavitation!. At this point, a new cavity appears at the lead-
ing edge and a new cycle of cavity growth/destabilization is ini-
tiated. Point~3! is consistent with the development of a re-entrant
jet, which interacts with the cavity interface, as it was observed by
Callenaere et al.@23#, in the case of a thin cavity. The numerical
simulations of Arndt et al.@14# reveal a high pressure zone where
the re-entrant jet breaks the cavity. Hence the high pressure peak
described point~4! is a probable signature of the re-entrant jet in
the present experiments. The last signal~C11! on Fig. 10, shows a
decrease of the pressure on the pressure side when cavity length is
maximum (l /c;0.7– 0.8) just before cavity destabilization. The
decrease of the pressure on the pressure side, as observed here, is
consistent with the rarefaction wave found by Song and Qin@22#.
Moreover, they observed the radiation of strong pressure waves
from the nose of the foil, and suspected this to be due to the
shifting of the stagnation point when the flow is highly unsteady.
In our opinion, this shifting can be equivalent to a variation of the
angle of attack. Let us considered that the pressure wave on the
pressure side on Fig. 10 is comparable to that which would be
induced by a change of the angle of attack. In the present experi-
ment, it was possible to convert the pressure signal of the pressure
side to the corresponding angle of attack~Fig. 14!. This was done
using a linear relationship that we measured between the pressure
on the pressure side and the angle of attack. As shown in Fig. 14,

just before cavity destabilization, the angle of attack decreases
significantly to a value of about 4 deg. It was observed that for the
operating cavitation numbers51.25, 4 deg was close to the angle
of cavitation inception and then small enough to destabilize the
cavity, @16#. This indicates that the pressure wave can be strong
enough to induce cavity destabilization. Furthermore, such shock
waves, caused by a low pressure cloud arriving at the trailing edge
and the collapse, can explain points~5! and~6! of the cycle. In our
opinion, in this particular case of cloud cavitation, a re-entrant jet
and a shock wave phenomenon are both responsible for the cavity
destabilization. Moreover, the Strouhal number is lower than 0.2–
0.3, because the re-entrant jet is slowed by its interaction with the
cavity interface, and because the collapse of the cloud influences
and slows the development of the residual cavity.

Fig. 11 Spatial-time history of wall pressure in the cavity wake
during cavity growth and vapor cloud shedding, sÄ1.25. Fig-
ures on the left „resp. right … depict the sequence „a… „resp. „b……
on Fig. 10, filled symbol is transverse transducer C82.

Fig. 12 Spatial-time history of wall pressure during cavity de-
stabilization and cloud cavitation „label „c… on Fig. 10 …, sÄ1.25,
dashed line is the noncavitating flow, filled symbols are trans-
verse transducers C62 and C82

Fig. 13 Limit for which stable cavity transits to unstable cavity
in the plane „s,2„aÀao……. The dashed straight line is Arndt
et al.’s criteria given by sÕ2„aÀao…Ä4 „with aoÄ0…. Angles are
in radians.
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Further studies, which are necessary to address these points,
have already begun. First, the re-entrant jet has been clearly ob-
served by numerical videos. Secondly, similar measurements have
been performed up to an angle of incidence of 8 deg, in order to
investigate the transition between the two mechanisms of cloud
cavitation, which are mentioned by Arndt et al.@14#.

Conclusion
An investigation of partial leading edge cavitation unsteadiness

was carried out based on wall-pressure measurements. For cavi-
ties that did not exceed half the foil chord, the cavity was stable.
In that case the pressure was very close to the liquid vapor pres-
sure inside the cavity and it recovered the noncavitating flow
value outside. At the closure of the cavity, the pressure fluctuation
intensity increased significantly. Conversely, when the cavity
length was larger than half the chord length, the cavity was un-
stable and exhibited a growth/destabilization cycle at a lower fre-
quency. As the cavity grew to about half the length of foil chord,
the cavity growth slowed and was counterbalanced by the shed-
ding of larger cloud cavitation. When the cavity length was maxi-
mum (l /c;0.7– 0.8), a major pressure perturbation occurred cut-
ting the cavity into two parts: a partial cavity still attached to the
leading edge and a large cloud cavitation, which was convected
downstream. During the convection of the cloud cavitation, the
cavity tended to grow again until a disappearance of the cavity
occurred suddenly. This is believed to be due to a shock wave
phenomenon when the large cloud cavitation collapsed. A pressure
wave on the pressure side is observed when the cavity length is
maximum and just before cavity destabilization and breakdown. It
is widely believed that the cavity instability originates from a
process involving the cavity growth, the shedding and the collapse
of cavitation clouds during cavity growth which originate from
the interaction between the re-entrant jet and the cavity surface,
and a shock wave phenomenon due to the collapse of a large
cloud cavitation at the end of the cycle. Further work is necessary
to study this point and particularly to study in more detail the flow
on the pressure side during the cavity growth/destabilization
cycle.
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Nomenclature

c 5 foil chord length50.150 m
C1, C2,... 5 label of pressure transducers

CL , CD 5 lift and drag coefficient5L/qS, D/qS
Cp 5 pressure coefficient

l 5 cavity length
L.E., T.E. 5 leading edge, trailing edge

Po 5 test section pressure
Prms 5 root mean square of pressure fluctuations

Pv 5 vapor pressure

q 5 dynamic pressure50.5rU2

Re 5 Reynolds number5Uc/v
S 5 foil area50.150*0.192 m2

Spp( f ) 5 pressure power spectral density
U 5 freestream velocity
a 5 angle of incidence

ao 5 zero lift angle
s 5 cavitation number5(Po2Pv)/q
t 5 relative foil thickness512%
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Analysis of Two-Phase
Homogeneous Bubbly Flows
Including Friction and Mass
Addition
The present work is a theoretical investigation of two-phase bubbly flows. The main
objective is to get a better insight of the basic phenomena associated with such flows
through nozzles via physical modeling and mathematical formulation. Introducing Mach
number into the flow equations, we find novel, closed-form analytical solutions and ex-
pressions for homogeneous bubbly flows including the influence of wall friction and mass
addition. The expressions obtained demonstrate an analogy to those of classical, single-
phase gas flows. The study deals with homogeneous flows, however, its approach and
results can also be applied to investigate flows with unequal phase velocities, to study
instability phenomena, as well as to design and analyze water jet propulsion
systems.@DOI: 10.1115/1.1637628#

Introduction
Although two-phase bubbly flows have been extensively stud-

ied for many years, they continue to be of great interest. There are
two major reasons for this. First, there is a continually growing
use of engineering devices that contain bubbly flows, for example,
nuclear power-stations, liquid rocket engines, and submarine and
boat propulsion systems. The second reason is that despite con-
tinuing studies, there are still fundamental aspects of two-phase
flows, whose physical description and modeling may give insuf-
ficient insight, while existing theoretical solutions often do not
agree with experimental results.

The processes, which take place in two-phase bubbly flows, are
quite complicated. Their mathematical formulation requires a sys-
tem of non-linear differential equations. Because of the complex
nature of the two-phase gas/liquid flow phenomena and their prac-
tical applications, bubbly-flow analyses have yet to reach the ma-
ture stage of single-flow theories. Instead, numerical solutions us-
ing heavy computational means replaced theoretical analyses at a
relatively early stage, substituting the physical evaluation of the
effects of major parameters by multi-variable numerical presenta-
tions. Computational fluid dynamics~CFD! codes are commer-
cially available. Most of them were originally developed for
single-phase flows. However, modified versions can treat two-
phase flows as well. Some special computer programs have been
specifically developed for bubbly flows, for example the VORT
code@1#, which solves 2-D slow bubbly flows.

While the use of CFD codes enables the solution of complex
flow-fields, one loses much insight into the dominant parameters
and processes that could be gained via analytical treatment. To
reduce the degree of complexity of the physical description and
mathematical formulation and at the same time to increase under-
standing of the fundamental phenomena, much effort has been
devoted to one-dimensional or quasi-one-dimensional flows.
Nevertheless, even so, most of these cases have been treated
numerically.

The complexity of the problem starts with the sound speed
equations, which are found in closed analytical form only for

certain special cases@2–4# and depend on the relative motion
between the phases as well as on bubble parameters. There is also
the complexity in solving the system of non-linear differential
equations.

The simplest case of a two-phase bubbly flow is a frictionless,
homogeneous, isothermal flow. The formulation and basic analy-
sis of such flow were performed by Tangren et al.@5# and later by
Muir et al. @6#, Wijngaarden@7# and Brennen@8#. The problem
becomes more complicated when a relative motion between the
two phases is introduced, by means of a bubble momentum equa-
tion. Many models exist for this equation@1,7–15#. They differ in
the expression for virtual mass~which has been the subject of
many papers@1,16–18#!, and in interphase drag@1,13–15,19–22#.
Even without the inclusion of mass transfer, change in bubbles
number, change in temperature, and pressure differences between
the phases, the solution accounting for different phase velocities
describes well the true picture in nozzle flows~without drastic
phenomena such as shock waves!, hence it has been widely used
for analyzing propulsion systems@20–22#.

If the phases are introduced with different initial conditions, the
problem becomes very complex. A formulation of such a problem,
including heat and mass transfer, was presented by Albagli and
Gany @22# and treated numerically. In their work they show that
for different initial conditions, both the pressures and the tempera-
tures of the phases become almost equal at a very short distance.

It is worth noting that for over a hundred years the fluid dy-
namic sciences have come up with closed-form expressions for
single-phase gas flows, establishing the basic characteristics and
fundamental relations for the ideal case. Most useful both for the
understanding and practical applications of flow systems are, for
instance, the relations associated with perfect-gas isentropic flows
through nozzles, flow properties ratios across shock waves, flows
through ducts with heat addition or friction, etc. As stated above,
such expressions are scarce for two-phase bubbly flows. This is
the background that has stimulated the present research. The ob-
jectives of this research were to investigate the basic phenomena
associated with two-phase, bubbly, steady, quasi-1-D flows
through nozzles, obtaining novel analytical solutions for homoge-
neous flows with and without wall friction as well as mass addi-
tion.

1Presently, Post-Doctoral Fellow, Dept. of Aeronautics and Astronautics, Univer-
sity of Washington, Seattle, WA.
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Formulation of the Problem of Air Bubbles in Water
For the basic investigation of two-phase bubbly flows through

nozzles, we will reduce the three-dimensional problem to a quasi-
1-D one, and develop a model for a homogeneous flow.

For further simplification of the mathematical formulation and
solution, a number of physical assumptions are used and justified
by their minor effects on the overall development of a high speed
flow through a nozzle:

a. Equal temperatures of the two phases and no change of tem-
perature along the nozzle~isothermal flow!. As stated before@22#,
it was found that even in the case of different initial temperatures
of the two phases, they quickly attain thermal equilibrium. The
substantially small air mass flow rate~by three orders of magni-
tude! than that of the water and the large thermal capacity of the
water, should result in an almost constant temperature over the
entire flow field.

b. No mass transfer between the phases. The air and water
phases are practically insoluble, and no evaporation or condensa-
tion of the water is taken into account, as is implied by the con-
stant temperature assumption.

c. The pressures of both phases are the same. This assumption
holds well in the entire flow-field~see Albagli and Gany@22#!,
except in the vicinity of a shock wave or during the process of
mixing between two phases with different initial conditions.

d. Equal velocities of the two phases. This assumption finally
leads to the case of homogeneous flow, which provides fairly
good results in the case of large interphase drag, typical to flows
with small radius bubbles. The other limit case concerns nonho-
mogeneous flow with no interphase drag, predicting fairly well the
flow behavior in instances of low velocities or large bubbles. This
case will be dealt with in a separate study.

Based on the above physical description, the following set of
equations results:
Water Mass Conservation:

~12a!rwUA5ṁw (1)

where a is the volume fraction of air,r-density, U-velocity,
ṁ-mass flow rate~which may be a function ofx for mass addi-
tion!, andA is the cross-section area of the nozzle. The indices a
and w denote air and water, respectively, but can generally repre-
sent gas and liquid, respectively.
Air mass conservation:

araUA5ṁa5mṁw (2)

wherem is the air/water mass flow rate ratio~a function ofx if
mass is added!.
Single bubble mass conservation:
If assuming spherical bubbles with no coalescence or fragmenta-
tion, then:

mb5
4

3
pr 3ra5const⇒rar 35const (3)

wherer is the radius of the bubble. The no-coalescence assump-
tion is realistic for small air volume fractions, while spherical
bubbles and no-fragmentation are typical for small velocity differ-
ences between the phases as well as for small bubbles~both con-
ditions indicate small Weber numbers@19#!. Nevertheless, the ho-
mogenous two-phase flow model is independent of these
assumptions, accounting only for the overall fraction of each
phase.
Total momentum conservation:

~11m!ṁw

d

dx
U52A

d

dx
P24

t

d
(4)

where P is the pressure and 4t/d is the drag term due to wall
friction. d is the cross-section diameter,t is the stress which is
applied by the walls of the nozzle on the flow. It can be defined as
follows:

t5
1

2
rwUw

2 f •F2 (5)

Here f is the wall friction coefficient andF2 is the correction
factor due to air bubbles.
Equation of state of air:

P5raRT (6)

whereT is temperature andR is the specific gas constant.
Water is incompressible, hence:

rw5const (7)

An analytical treatment of these equations, including some closed-
form solutions, is revealed in the ensuing sections.

Analysis and Results

Frictionless Flow. In order to make the problem analytically
tractable we seek to introduce Mach number into the governing
equations. As we shall demonstrate, this also reveals a strong
similarity between one-phase airflow solution and the new solu-
tion for bubbly flow. The speed of sound, which can be easily
derived from Eqs.~1!, ~2!, and~6!, is given by:

a5AdP

dr̄
5

b

fa
(8)

where

r̄5ara1~12a!rw (9)

is the mean density of the mixture. The parametersb and f are
defined as follows:

b5AmRT (10)

f5A11m (11)

Then Mach number is:

M5
U

a
5

faU

b
(12)

From Eqs.~1!, ~2!, and~6! together with Eq.~10! we find:

P

b2rw
5

1

a
21 (13)

Then, substituting Eq.~13! into Eq. ~12! gives:

U5
b

f
M S 11

P

b2rw
D (14)

Substituting Eqs.~13,14! into Eq. ~1! and Eq.~4! ~without fric-
tion! one can obtain the following useful expressions:

S 1

M2 21Dd ln~M !52S 11
P

b2rw
Dd ln~A! (15)

S 1

M2 1
P

b2rw
Dd ln~P!52S 11

P

b2rw
Dd ln~M ! (16)

According to Eq.~15! the critical area for whichM51 appears to
be the nozzle throat area~as expected@1,2#!, as it is for isentropic
one-phase gas flow. Using Eqs.~1–7! and Eqs.~15! and ~16! we
can deduce the behavior of various two-phase bubbly flow char-
acteristics as a function of nozzle geometry and Mach number, as
is presented in Fig. 1. The schematic picture is identical to the one
for isentropic airflow.
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Equation~16! contains pressure, Mach number and other flow
characteristics such as water density and the parameterb, which
contains the flow temperature, mass flow rate ratio, and the spe-
cific air constant. However, substituting Eq.~13! into Eq.~16!, we
obtain a differential equation for the void fraction and Mach num-
ber only:

S 1

M2 1
1

a
21Dd lnS 1

a
21D52

1

a
d ln~M ! (17)

From Eq.~17! we can conclude that the solution for the air vol-
ume fraction depends on Mach number and the air volume frac-
tion at one specified Mach number. We choose the stagnation
point, namelyM50, as this specified Mach number. Therefore,
based on Eq.~13!, the ratioP1 /P2 of two points in the flow also
depends on Mach numbers at those points and on the air volume
fraction at the stagnation point only. Similarly, we can deduce the
same conclusion for the rest of the flow parameters.

As is well known, for one-phase, isentropic perfect gas flow,
the static to stagnation pressure ratioP/P0 depends only on Mach
number and the type of gas:

P

P0
5S 11

g21

2
M2D g/~12g!

(18)

Therefore, for a giveng there is only one curve of pressure ratio
versus Mach number. However, in the case of two-phase homo-
geneous flow a set of curves is relevant, as shown in Fig. 2. Each

curve describes the ratio between the static and stagnation pres-
sures~as a function of Mach number! for a specific void fraction
at the stagnation pointa0.

Solving Eqs.~13! and ~17! we can derive a choking curve~in-
stead of a choking point as in one-phase flow!, P* /P0 , which is
presented in Fig. 3. HereP* denotes the pressure at the cross-
section whereM51, coinciding with the throat of a choked
nozzle@23#. Typically Mach number at this cross-section is unity.
The ratio P* /P0 is a function of the air volume fraction at the
stagnation point only, and can be approximated by the following
expression~obtained by curvefitting a numerical solution!:

P*

P0
5 f ~a0!5

1

Ae
a0

0.213e2[0.175 ln(a0)] 2
(19)

The pressure ratio predicted by the homogeneous flow model~Eq.
~19!! underestimates the experimental results obtained by Muir
and Eichhorn@6#. However, according to Wang and Chen@14#, the
inclusion of slip motion between the phases implies only small
changes compared to the homogeneous flow model prediction.
This suggests that at least for the nozzle used by Muir and Eich-
horn ~having a 60 deg inlet angle!, other influences, such as the
high dimensional effects, may be responsible for the discrepancies
between model predictions and experiments.

The mathematical analysis of the homogeneous bubbly flow
model presented above can be applied for any range of the void
fractiona ~except of the vicinity of zero and one, where the speed
of sound can no longer be represented by Eq.~8!!. However, it is
worth noting that, in a two-phase flow consisting of mono-
disperse bubbles, there is a geometric limit for the gas volume
fraction. This limit corresponds to a face centered cubic lattice
configuration, or ‘‘orange pile’’ packing,a5p/A18>0.74 ~see
Devlin @24#!. If one deals with the above mentioned flow regime
of water flow with air bubbles, the air void fraction limitation of
a50.74 also leads to a restriction on Mach number. Figure 4
shows the behavior of Mach number in a bubbly flow constrained
by a50.74. The limit value of Mach number in such a case,
M (a50.74), becomes a function ofa0 only. It can be seen that
the condition of a<0.74 imposes severe restrictions on the
achievable maximum Mach number, particularly in the higha0
range.

So far, the results of the investigation show an analogy between
the behavior of an isentropic airflow and that of an air-water bub-
bly homogenous flow. Another analogous point lies in the charac-
ter of the mathematical solution. We recall the well-known solu-
tion for isentropic airflow presented in Eq.~18!. Let us assume an
analogous solution for a bubbly flow:

Fig. 1 Two-phase homogeneous bubbly flow behavior in
nozzle

Fig. 2 Behavior of pressure ratio as a function of Mach num-
ber and air void fraction at stagnation point

Fig. 3 Choking curve vs. air void fraction at stagnation point
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P5P0)
n51

`

~11anM2!bn (20)

Each member of this product series is analogical to the expres-
sion, which is a solution for one-phase isentropic airflow. Com-
parison of both the first approximation:

P(1)5P0~11a1M2!b1 (21)

and, more so, the second one

P(2)5P0~11a1M2!b1~11a2M2!b2 (22)

with a numerical solution of the governing equations reveals an
excellent agreement. The parametersan and bn ~that depend on
the volume fraction at the stagnation point!, are evaluated by solv-
ing a system of equations, derived as follows: Substituting the
relevant approximation in Eqs.~21–22! into Eq. ~16!, we use a
Taylor series expansion in the Mach number of the relevant ap-
proximation to obtain the necessary equations, by taking the first
term of the series for the first approximation and the first three
terms for the second approximation. To complete the system we
use the choking condition criteria to receive the additional equa-
tion. For M51, Eq. ~16! takes the following form:

d

dM
ln~P!U

M51

521 (23)

Then substituting Eqs.~21–22! into Eq.~23!, for the first approxi-
mation we finally write:

H a15
1

a0
21

b152
1

2 S 1

12a0
D (24)

Knowing the void fraction at stagnation point the coefficients
a1 ,b1 can be easily evaluated from the system above. However,
the stagnation conditions are usually unknown, so an additional
equation fora0 ~see Eq.~13!! has to be solved together with Eqs.
~24!:

a05
1

11
P0

b2rw

5
1

11
12a in

a in~11a1Min
2 !b1

(25)

The indexin represents initial conditions.

For the second approximation:

¦

a15
1

8

827a01w

a0

a25
1

8

827a02w

a0

b152
1

2w~12a0!

~425a01w!2

1629a013w

b25216
12a0

w

213a0

~827a02w!•~425a01w!

(26)

where:

w5A32232a01a0
2 (27)

and for unknown stagnation void fraction:

a05
1

11
12a in

a in~11a1Min
2 !b1~11a2Min

2 !b2

(28)

Figure 5 shows some flow characteristic distributions in a
converging-diverging~Laval! nozzle versus Mach number for the
two first approximations and a comparison with a numerical solu-
tion. We see that the first approximation gives a relatively good
match for results in the subsonic region up to the low supersonic
flow range. Calculations show that at higher Mach numbers the
error of the first approximation tends to increase. However, the
second approximation reduces the maximum error~in pressure2!
from 6% ~for the first approximation! to less than 1%~!!.

Wall Friction Influence. In this section, we introduce wall
friction effects that are generally not included in numerical solu-
tions of bubbly flows through nozzles. Substituting Mach number
definition ~Eq. ~12!! into Eq. ~2! for air mass conservation and
using Eq.~6! together with the definitions forb and f one can
obtain the following relation:

2It can be easily proved that the relative errors in pressure, density and cross-
sectional area are equal. The relative errors in the other flow characteristics are
smaller.

Fig. 4 Limit value of Mach number M„aÄ0.74… for gas volume
fraction restriction of aÄ0.74 as a function of a0

Fig. 5 Numerical solution and analytical approximations for
flow through a converging-diverging „Laval … nozzle. Initial con-
ditions: A inÄ13.2 cm2, PinÄ3.5 atm „0.35 MPa…, TÄ293 K, m
Ä0.002, MinÄ0.2. „Relative variation of bubble radius, r Õr in , is
presented as indication for the case of monodisperse spherical
bubbles. …
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P•M•A5fbṁw (29)

Also defining parametern as:

n•A5
fṁw

brw
5const (30)

we can obtain from Eqs.~13!, ~29!, and~30!:

a5
1

11
n

M

(31)

and from Eqs.~12! and ~31!:

U5
b

f
~M1n!⇒ d

dx
U5

b

f S d

dx
M2n

1

A2

d

dx
AD (32)

Differentiating Eq.~29! and substituting it together with Eqs.~30!
and~32! into the total momentum conservation equation~Eq. ~4!!
we finally obtain the following equation:

12M2

M2

d

dx
M1

1

A S n1
1

M D d

dx
A5V2~n1M !2 (33)

where:

V25
2

f2

f

d•n
(34)

When substituting the expression for the wall shear stresst ~Eq.
~4!! to yield Eq. ~33!, it was simplified by assuming a value of
unity to the correction factor due to air bubbles (F2, Eq. ~5!!.
Hence, the correction factor does not show up in Eq.~34!. The use
of F251 is a reasonable representation particularly for relatively
small values ofa. It is further justified by the view of Wallis@25#
~e.g. p. 28 and Ch. 9!, that the wall friction in a turbulent bubbly
flow is basically due to the liquid phase.

According to Eq.~33! Mach number reaches unity in the di-
verging part of the nozzle~see Fig. 6! and not at the nozzle throat
~this phenomenon is identical to the one which occurs in a single-
phase gas flow with friction!. Direct integration of Eq.~33! in its
global form is not possible. However, analytical solutions can be
found for some special cases, such as flow through a constant area
duct or flow through a nozzle with a constant Mach number.
These special cases will be discussed below.

Flow Through a Constant Area Duct With Friction: Anal-
ogy to Fanno-line. In this caseA5const, therefore Eq.~33!
simplifies to a simple differential equation:

d

dx
M5V2

M2

12M2 ~M1n!2 (35)

From this equation we can conclude:

H d

dx
M.0, M,1

d

dx
M,0, M.1

(36)

The result of Eq.~36! is identical to that of a one-phase airflow. If
the flow is subsonic, the wall friction of the duct causes the flow
to accelerate until it chokes atM51. For a supersonic flow, how-
ever, the friction slows it down untilM51.

Integrating Eq.~35! between 0 andx one gets an expression for
the locationx as a function of Mach number:

2

n
lnS 11

n

M D1

n22
n

M
22

M1n
5u1x1u2 (37)

where:

u15n2V25
2

f2 n
f

d

u25
2

n
lnS 11

n

Min
D1

n22
n

Min
22

Min1n
(38)

This solution includes the parametern which, according to Eq.
~30!, depends on flow characteristics such as the temperature, wa-
ter density, etc. However, using Eq.~31! for a constant area duct
we can write:

n5const5S 1

a in
21D Min (39)

Therefore the solution forf •x/(d•f2), Eqs. ~37! and ~38!, de-
pends only on the air void fraction and Mach number at the initial
point, and Mach number at pointx.

It is interesting that the behavior of the bubbly flow under ex-
ternal friction influence is similar to the so-called Fanno-line of a
single-phase gas flow. Figure 7 shows a variation of Fanno-line
~similar to figures presented in Shapiro@23#!, wherexmax is the
maximal possible length of a duct whereM51.

From the figure we can conclude that the higher the parameter
n ~namely, lowera in for the same initial Mach number!, the
shorter the distance to attain the choked cross-section. This can be
explained using Eq.~30!. Indeed, ifn increases, then~under the
same conditions! a greater water mass-flux has to be introduced
and this, of course, reduces the value ofxmax.

Fig. 6 Nozzle flow with friction

Fig. 7 fx max Õdf2 vs. initial Mach number–analogy of Fanno-
line in a two-phase bubbly flow
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Interesting relationships can be obtained between the flow char-
acteristics at some pointx and their values atM51. According to
Eq. ~32!:

U

U*
5

M1n

11n
(40)

In the case ofn→0, Eq. ~40! reduces to:

U

U*
5M (41)

In addition, from Eq.~29! we obtain:

P

P*
5

r

r*
5

1

M
(42)

The expressions in Eqs.~41! and ~42! are identical to those of
one-phase ideal gas flow through a constant area duct with fric-
tion, when substitutingg51 ~unreal case!. This case is identical
to isothermal gas flow conditions, which are actually similar to the
conditions in our case of a bubbly flow.

Flow Through a Nozzle With Friction and Constant Mach
Number. In this caseM5const, therefore Eq.~33! can now be
rewritten as follows:

1

A S n1
1

M D d

dx
A5V2~n1M !2 (43)

Substituting Eqs.~30! and ~34! into Eq. ~43!, and supposing a
nozzle of a circular cross-section, we obtain a differential equation
for the cross-section diameter:

n̄

d2

n̄

d2 1
1

M

S n̄

d2 1M D 2 •
d

dx
d5

f

f2 (44)

where:

n̄5
4

p
n•A5

4

p

fṁw

brw
5const (45)

Integrating Eq.~44! as before, the following solution is obtained:

M211

M2
arctan~ d̄!1

M221

M2

d̄

11d̄2
5u1x1u2 (46)

where

u152
f

f2AM

n̄

u25
M211

M2
arctan~ d̄in!1

M221

M2

d̄in

11d̄in
2

(47)

and d̄ is a dimensionless diameter which is defined as:

d̄5AM

n̄
•d (48)

As is known from the literature@26#, in a single-phase airflow
with friction the change in cross-section diameter is linear withx:

d5
gM2

4
f •x1din (49)

However, in a bubbly flow the solution is characterized by strong
non-linearity. This can also be seen in Figs. 8 and 9. Figure 8
presents the behavior of the dimensionless diameterd̄ as a func-
tion of the parameterf •x/(din•f2) for various values ofn̄ and M.
It is obvious that the higher the Mach number the faster the
growth of the dimensionless diameter~this also applies to dimen-
sional diameter! in order to keep the Mach number constant. In
addition, for the samex, an increase inn̄ causes a reduction ofd̄.
However, such a strict conclusion cannot be applied to the dimen-
sional diameterd ~see Fig. 9!.

In order to understand the behavior ofd with n̄, we return to
the definition ofd̄3:

d̄5AM

n̄
•d5M1/2S 4

p

fṁw

brw
D 2 1/2

•d

5M1/2S 4

p

f~12a!rw•
bM

fa
•

p

4
d2

brw

D 2 1/2

•d5A a

12a

(50)

Now, according to Eq.~45! an increase inn̄ ~which causes a
reduction in d̄) causes an increase in the water mass flow rate
ṁw . This does not dictate an increase in the cross-section area.

Indeed, according to Eq.~50! a reduction ind̄ causes a reduc-
tion in the air void fractiona which will increase the flow velocity

3Equation~50! is obtained using Eqs.~45! and~48! for n̄ andd̄, and Eqs.~1! and
~12! for ṁw , U andA.

Fig. 8 Behavior of cross-section dimensionless diameter as a
function of location for various n̄ and Mach number values

Fig. 9 Behavior of cross-section diameter as a function of n̄
for various locations and Mach number values
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U ~see Eqs.~31! and ~32! for a constant Mach number!. There-
fore, the expressionṁw /A 5(12a)rwU will increase too. So,
the increase in mass flow rate may be a result of either an increase
in velocity or a decrease in air void fraction and not necessarily an
increase in cross-section area. For low Mach numbers the influ-
ence of changes ina andU on mass flow rate is not considerable,
and so an increase inn̄ strictly causes cross section area growth.
However, for higher Mach numbers an increase inn̄ comes
strictly from a and U, in which case the cross section area can
also decrease~see Fig. 9!.

Flow With a Distributed Mass Addition of Air and Water.
To complete the discussion about homogeneous, bubbly flows, the
case of the influence of mass addition to a flow was originally
investigated. Due to injected air bubbles and water, the mass flow
rate of both phases increases and is a function of the location
along the duct:

ṁa5ṁain
~11 f ~x!! (51)

and
ṁw5ṁwin

~11g~x!! (52)

We assumexin50, so f (0),g(0)50. Neglecting the momentum
of the introduced air and water, the total momentum equation can
now be written as follows

d

dx
@~11m!ṁwU#1A

d

dx
P50 (53)

where the mass flow rate ratio is determined using Eqs.~51,52!:

m~x!5m in

11 f ~x!

11g~x!
(54)

Considering a case of flow through a constant area duct~which
can be solved analytically!, one can investigate the basic phenom-
ena of the influence of mass addition. Substituting Eq.~54! into
Eqs.~10! and ~11! one obtains:

b~x!5b inA11 f ~x!

11g~x!
(55)

f~x!5f in A11
m in

11m in
•

f ~x!2g~x!

11g~x!
(56)

Let us define~similar to Eq.~30!!:

n5
f in

b in

ṁwin

Arw
(57)

Then, integrating Eq.~53! and using Eqs.~12!, ~13!, and ~31!
together with Eqs.~55–57!, we finally can write a simple second
order equation for Mach number:

M21G2~x!S n~G1
2~x!21!2

Min
2 11

Min
D M1150 (58)

where

G1~x!5
f

f in

ṁw

ṁwin

5A11g~x!

11m in
@11g~x!1m in~11 f ~x!!#

(59)

and

G2~x!5
b in

b

1

G1~x!
5A11g~x!

11 f ~x!

1

G1~x!
(60)

Differentiation of Eq.~58! provides:

d

dx
M5

M2

12M2

d

dx FG2~x!S n~G1
2~x!21!2

Min
2 11

Min
D G (61)

Analyzing the RHS expression of Eq.~61!, we find ~after much
algebra!:

d

dx FG2~x!S n~G1
2~x!21!2

Min
2 11

Min
D G.0 (62)

Therefore, similar to the case of flow with friction~see Eq.~36!!,
for a subsonic flow, the injection of air bubbles causes the flow to
accelerate until it chokes, whereas for a supersonic flow Mach
number decreases untilM51.

The solution of Eq.~58! for different mass addition distribu-
tions of air bubbles and water is presented in Figs. 10–11.

Figure 10 presents the location of the choking point along a
constant area duct vs. initial Mach number for different mass ad-
dition distributions. For illustration, the parametern was taken to
be equal to 1, and according to Eq.~39! it represents the initial
volume fraction ratio between the water phase and the air bubbles
phase. According to Fig. 10, the behavior of the flow due to in-
jection of water and/or air is similar to the behavior when influ-
enced by external drag~due to wall friction!. More detailed as-
pects of behavior of the flow are presented in Fig. 11. The
injection of bubbles~for a constant mass flow rate of water! in-
creases the mass flow rate ratiom(x). Yet the mass flow rate of
the air phase is negligible compared to the water. However, the
change in mass flow rate ratio directly causes a change in the
value of air volume fraction. The injection of water, on the other

Fig. 10 Location of the choking point „x max… vs. initial Mach
number for different mass addition distributions

Fig. 11 Normalized mass flow rate ratio at the choking point
vs. initial Mach number for different values of n and mass ad-
dition distributions
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hand, directly influences the total mass flow rate, and apparently
such an influence causes a more substantial change in flow param-
eters~see also Fig. 10!.

Finally, according to Fig. 11 the influence of the parametern on
the flow in the case of injection of air bubbles only~no added
water! is negligible. From Eq.~58! the influence of the parameter
n depends on the expressionG1

2(x)21. Expanding this expression
to a Taylor series, one obtains:

G1
2~x!215g~x!1

1

2
@ f ~x!2g~x!#m in1O~m in

2 ! (63)

If water is injected, the parametern is multiplied byg(x), so its
influence is considerable. However, if only air is injectedn is
multiplied by m in , therefore there are almost no differences be-
tween the curves~presented in Fig. 11! in such a case.

Conclusion
A new analytical approach for the investigation of two-phase

homogeneous bubbly flows was developed and presented. Closed-
form analytical solutions were obtained for typical flow regimes
including the influences of wall friction and mass addition. The
investigation of the homogeneous bubbly flow revealed close
analogy to the classical expressions of single-phase airflows.

The analytical expressions give a better insight into the basic
phenomena associated with bubbly flows. These expressions can
be used, for example, to examine the instability of homogeneous
bubbly flows as well as for the design and performance prediction
of marine propulsion systems such as waterjets. In addition, the
technique used here can be applied to the case of two-phase bub-
bly flows with unequal phase velocities. The results of such in-
vestigations are the subject of other presentations.
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Nomenclature

A 5 cross-section area
a 5 speed of sound

a1 ,a2 , . . .an 5 coefficients of the product series, Eq.~20!
b1 ,b2 , . . .bn 5 coefficients of the product series, Eq.~20!

d 5 cross-section diameter
d̄ 5 dimensionless diameter defined in Eq.~48!
f 5 wall friction coefficient

f (x),g(x) 5 functions describing mass flow rate addition of
air and water, respectively Eqs.~51! and ~52!

M 5 mach number
mb 5 mass of a single bubble
ṁ 5 mass flow rate
P 5 pressure
R 5 specific gas constant
r 5 radius of the bubble
T 5 temperature
U 5 velocity
x 5 longitudinal coordinate
a 5 air volume fraction~void fraction!
b 5 parameter defined in Eq.~10!

G1(x),gG2(x)5 functions defined in Eqs.~59! and ~60!
g 5 specific heat ratio
m 5 mass flow rate ratio
n 5 parameter defined in Eq.~30!
n̄ 5 parameter defined in Eq.~45!
F 5 correction factor Eq.~5!
f 5 parameter defined in Eq.~11!
w 5 parameter defined in Eq.~27!

u1 ,u2 5 parameters defined in Eqs.~38! and ~47!
r 5 density
r̄ 5 mean density
t 5 stress

V 5 parameter defined in Eq.~34!

Subscripts

a 5 air phase
in 5 initial conditions

max 5 Maximal value
t 5 nozzle throat

w 5 water phase
0 5 stagnation conditions

Superscripts

~1! 5 first approximation
~2! 5 second approximation

* 5 conditions at Mach number of unity
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A Phase-Averaged Analysis of
Droplet Dispersion in the Wake of
a Square Cylinder in a Uniform
Stream
Time-averaged and phase-averaged size and velocity distributions of water droplets in the
turbulent wake of a square cross-section cylinder, measured with a phase-Doppler an-
emometer, are presented for a Reynolds numberReD518,500, based on the free stream
velocity, Ù , and cylinder side dimension, D. It is shown that the coherent motion
strongly influences the particle distribution and that the mean flow representation can be
misleading in interpreting mixing. The results show that small particle concentration is
largest in the very near wake. The mean particle distributions are homogeneous as early
as 4D downstream of the cylinder, but the influence of vortex shedding on instantaneous
distributions persists much longer. It is also observed that at the point of maximum mean
streamline curvature, which also coincides with the region of maximum streamwise ve-
locity fluctuations, particle separation is most effective.@DOI: 10.1115/1.1637637#

Introduction
The transport of aerosols in the wake of bluff bodies is impor-

tant for many industrial applications such as drying and combus-
tion processes where mixing characteristics are critical. Growing
environmental concern and stricter regulatory legislation has pro-
moted renewed interest in controlling dispersion of contaminants
in the wakes of free-standing structures. The wake flow of tall
structures or flow control devices in incinerators or driers may be
approximated by the flow around a two-dimensional bluff body
immersed in a stream. These flows give rise to separated shear
layers and regions of reverse flow, which affect scalar transport.
Amplification of shear layer instabilities causes large velocity
fluctuations in the wake, which tend to redistribute scalar quanti-
ties normal to the flow. Particles, for example, can thus be con-
vected by the main stream or be entrained into the reverse flow
towards the obstacle before being re-entrained into the shear layer
and finally convected downstream. These competing mechanisms
result in complex flow patterns and mixing characteristics, which
are of interest both fundamentally and for simulation purposes.

The single-phase flow field around two-dimensional bluff bod-
ies has been the subject of several studies. The structure of the
flow around a square cross-section cylinder suspended in a uni-
form stream, for example, is independent of the Reynolds number
for 10,000,ReD,100,000, with ReD based on the side dimension
of the cylinder~D! and the freestream velocity of the flow (U`).
The wake flow is characterized by high levels of velocity fluctua-
tions, which Lyn et al.@1# discuss in terms of incoherent turbu-
lence, concentrated along the two opposite shear layers, and
quasi-regular passage of large-scale coherent structures,i.e. shed
vortices. They show that the coherent fluctuations can account for
up to 50% of the total velocity fluctuations.

Lyn et al.@1#, Durao et al.@2# and Wu and Martinuzzi@3# found
that the mean wake recirculation extended roughly 1D down-
stream of the trailing face. Along the centerline, the streamwise
velocity component increases rapidly behind the obstacle up to 2D
downstream of the trailing face where it reaches 0.5U` . The
downstream recovery is much slower. Lyn et al.@1# and Wu and
Martinuzzi @3# report approximately 0.65U` at 6D from the trail-

ing face. Durao et al.@2# report substantially higher values. How-
ever, in the latter study, the blockage ratio~13.6%! is much higher
than in the other studies~5.5% @3# and 8%@1#!.

Both streamwise (URMS) and cross-stream (VRMS) velocity
fluctuations are large in the near-wake. The maximumURMS ap-
poaches 0.6U` and occurs in the shear layer at approximately
0.5D downstream of the trailing edges~roughly 0.6D above and
below the centerline!. This location coincides with the maximum
mean streamline curvature. Along the centerline,URMS is roughly
constant at 0.5U` in the recirculation region, and drops further
downstream. The cross-stream fluctuations are also largest in the
recirculation region but decrease more slowly in the wake. The
maximum, 0.9U` , occurs along the centerline at the mean loca-
tion of the saddle point marking the end of the recirculation re-
gion. Lyn et al.@1# found that shedding contributes about 50% to
VRMS and less than 30% toURMS.

Bearman and Obasaju@4# report a base pressure coefficient,
based on the ambient reference pressure andU` , of 21.6 and
pressure fluctuation root-mean-square~rms! coefficients of 0.3.
On the side faces, the mean and rms coefficients are21.6 and
0.63, respectively. Haidn et al.@5# obtain similar results, but also
show that there exists an underlying long-wave disturbance which
modifies the shedding frequency. This phenomenon is shown to be
related to the frequency jitter reported, for example, by Lyn et al.
@1# in wake velocity measurements. A general consensus in the
literature indicates a drag coefficient of approximately 2.1.

In the case of particle-laden flows, shed vortices have a signifi-
cant effect on the particle distribution and may lead to preferential
concentration depending on the particle size and local turbulence
levels@6#. Numerical and experimental studies on particle disper-
sion in free shear flows have focused on mixing layers@7–13#,
wake@14–21# and jet flows@22–24#. Crowe et al.@7# point to the
importance of large-scale structures, compared to incoherent,
small-scale turbulence, on particle dispersion and discuss the im-
portance of inertial effects in term of the particle Stokes number,
St, defined as the ratio of the aerodynamic response time,tA , to
a characteristic time scale for the fluid motion (tF) @7#, generally
related to the scale of coherent motion. The particle response time,
tA , can be approximated from Stokes drag formula. Peak particle
dispersion is observed forSt of order unity. Particles in this size
range are centrifuged out of vortical structures and tend to dis-
perse more@7,25#. Sufficiently small particles (St,0.01) follow
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closely the fluid motion, while very large particles (St@1) carry
sufficient inertia to cross the vortical structures with little trajec-
tory modification. Several mixing layer experiments report similar
behaviors@8,9#.

Several numerical studies show that the influence of the particle
Stokes number on mixing in bluff body wakes can be very impor-
tant. Laitone@14# shows that particles withSt51 which originate
upstream of a circular cylinder essentially do not penetrate the
mean recirculation region. Chein and Chung@15# also note this
effect on particles with 1<St<25, released upstream of a flat
plate normal to the flow and suggest that inertia keeps the par-
ticles from entering the cores of large-scale vortices. ForSt
50.5, particles are shown to be captured in the wake recircula-
tion. A different behavior is observed when particles are released
directly into the obstacle wake. Chein and Chung@15# found that,
in the range 10<St<50, particle dispersion was inversely propor-
tional to both the Stokes number and the particle initial velocity.
Tang et al.@16# and Crowe et al.@19# show that, in the extreme
case whereSt51, ‘‘demixing’’ occurs as particles are concen-
trated in a thin layer on the outer edge of vortices.

Bachalo et al.@17# and Bachalo@18# investigated experimen-
tally the distribution of water droplets in the wake of a circular
cylinder for three Reynolds numbers. The flow was seeded with
steam droplets, with diameters ranging up to 20mm, in a stream
approximately 4 cylinder diameters wide. They observed that
large-scale vortices serve to entrain fluid containing high concen-
trations of drops into the wake. In the recirculation region, extend-
ing to about 2D downstream of the cylinder, droplets of up to 20
mm could be found for ReD516,000. For larger Reynolds num-
bers (ReD580,000 and 122,000!, only droplets smaller than 10
mm could be found in the recirculation region. Upon reprocessing
these data, Bachalo et al.@17# showed that droplets entering the
recirculation region typically correspond to Stokes numbers of
order 0.1, while droplets with largerSt remained on the outside of
the recirculation region.

The aforementioned results show that large particles (St.1)
released upstream of the obstacle do not enter the recirculation
wake. Numerical@15# and experimental@17,18# studies show that
particles with lower Stokes number can be captured in the near
wake. Mixing layer studies@7–9# show that mixing is related to
the influence of coherent structures and is thus difficult to deter-
mine from time-averaged flow properties. Performing a Fourier
analysis on the time series, Bachalo et al.@17# observed larger
concentration at the same frequency as the shedding.

These results confirm that coherent structures~shed vortices!
play an important role in mixing, but fail to provide a detailed
description of the phenomenon. The present study aims to provide
such detailed information on the influence of shed vortices on the
wake mixing characteristics of droplets released upstream of a
square cross-section cylinder. This geometry was selected because
the shear layer separation point, occuring at the leading edges, is
well defined. When compared to the circular cylinder, the square
cylinder wake width and the maximum velocity in the shear layer
are larger. The contributions of the coherent motion toURMS and
especiallyVRMS are also greater. As a consequence, the flow will
feature stronger streamline curvature, larger velocity fluctuations
and the droplet Stokes number will evolve significantly in time
and space. Tests were conducted at a Reynolds number of ReD
518,500, based on the cylinder side dimension,D. The particle
size distribution resulted in particle Stokes number ranging up to a
maximum of order unity for a 30mm-droplet in the shear layer
region, which allows to investigate the efficiency of the entrain-
ment of particles in the wake as a function of size during the
shedding cycle. This paper first presents data analyzed in terms of
the time-averaged mean field for five droplet size classes. Then, a
phase-averaging technique based on the double decomposition
representation of Hussain@26# is used to extract the influence of
the coherent structures~shed vortices! on particle motion as a
function of size and location.

Experimental Set-Up
Experiments were conducted in a suction-type, open-circuit,

subsonic wind-tunnel in which a square cylinder was placed at the
working-section mid-height, as shown schematically in Fig. 1.
The airflow is uniform and the Reynolds number is about 18,500,
based on the freestream velocity and obstacle side dimension,D.
The freestream turbulence intensity, measured atx/D525, is less
than 3% and the nominal blockage is 5.5%. Water droplets are
generated with a spray nozzle located about 100D upstream of the
cylinder. These droplets range in size from 0 to 100mm, with a
number mean diameter, measured atx/D525, of d10'16mm,
and Sauter mean diameter ofd32'40mm. The overall droplet
concentration is at maximum of order 1026 in the regions of high
concentrations such as the shear layers so that we may consider a
dilute regime. Typical droplet number densities atx/D525 and
x/D521 are provided for three vertical locations in Fig. 2. The
number density (Ndk) for the kth droplet size class is given by
Ndk5(1/Vk•TS)( j 51

nk tk j wheretk j is the residence time of thejth
particle of thekth droplet size class,nk is the number of particles
of this size class measured during the sampling timeTS , andVk is
the effective volume of the optical probe for this size class.Vk is
determined by using the burst length model@27#. No significant
differences are observed both between transverse locations and
between the two streamwise locations, except for the largest drop-
lets. The latter seems to be subject to a not negligible gravitational
settling effect. Note that the terminal velocity of the largest drop-
lets in air is of the order of 0.1 to 0.2 m/s, which may become
important in stagnation or recirculation regions. Furthermore, the
number mean diameter measured atx/D521 is also close to 16
mm, indicating negligible evaporation between the two upstream
locations. A two-component Phase-Doppler Particle Analyzer was
used to simultaneously measure particle size, streamwise and ver-
tical velocity components. A liquid spray is well suited to this
measurement technique as droplets are nearly spherical. Measure-
ments were performed in forward scattering mode. The receiving
optics was positioned at an angle of 30 deg with respect to the
optical axis. Both receiving and transmitting lenses had a nominal
focal length of 400 mm. The light source was a 300 mW Ar-Ion
laser operating with wavelengths of 514.5 nm~green! and 488 nm
~blue!. A Bragg cell was used to shift the frequency and permit
measurements in reverse flow. Signals detected by the receiving

Fig. 1 Schematic of the experimental geometry and nomencla-
ture

Fig. 2 Droplet number density distribution upstream of the
cylinder
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optics were processed using the Multi PDA 58N80 Signal Proces-
sor and the Fiber PDA 58N70 Detector unit of DANTEC.

Uncertainty. The average flow statistics~velocity moments!
were estimated using interarrival time weighting. The uncertainty
estimates for the velocity field were calculated as in Wu and Mar-
tinuzzi @3#, based on the method of Abernethy et al.@28# and the
criteria for Laser Doppler Anemometry outlined in Edwards@29#.
The statistical contribution to the experimental error was obtained
based on Benedict and Gould@30#. The maximum uncertainty
occurs in the shear layer, where the velocity gradients and fluc-
tuations are largest. It is estimated to be60.03U` and60.07U`
for the mean and root-mean-square~RMS! quantities, respec-
tively. For the coherent~phase-averaged! velocities, additional
sources of uncertainty were the resolution of the peak detection
algorithm ~about 1% of the period! and the reduced number of
samples per phase and size bin. The maximum uncertainty for the
velocity components is estimated to range from 0.05U` for the
smallest to 0.15U` for the largest particles size classes.

A sufficiently large sample size of droplets is required to obtain
reliable statistical results. Therefore, phase-averaged properties
were determined on larger size classes than those used for time-
averaged properties. In that first case, it may still be assumed, with
some caution, that results from the smallest particle size class
(dp53.6mm) provide a good approximation of the continuous
phase properties. The trends and values obtained in these mea-
surements are similar to those reported in the literature as dis-
cussed in the introduction.

The absolute uncertainty for the particle size and concentration
measurements from the PDA system could not be assessed reli-
ably. The operating conditions were set to optimize the validation
rate, which typically ranged from 70%-80%. The signal to noise
rejection criterion was set at 0 dB, the sphericity at 0.90. The size
bin resolution was 0.8mm. Variance measured in the uniform flow
upstream of the obstacle is used to assess reproducibility. For the
data shown in Fig. 2, ford10'10mm, the variance iss'1.5 mm,
and ford32'40mm, s'6 mm.

Time-Averaged Properties
The mean and fluctuating~rms! velocity estimates for small

particles of mean diameterdp53.6mm mostly agreed within ex-
perimental uncertainty with flow field data reported in previous
studies@1,3#. Figure 3 shows the centerline downstream stream-
wise velocity and the streamwise and cross-stream velocity fluc-
tuations as a brief comparative summary. Except for some differ-
ences noted in the cross-stream velocity fluctuations in the close
near-wake, it is concluded that velocity measurements with this
class of particles approximate well the fluid flow field.

Figure 4 shows the upstream time-averaged velocity character-
istics at x/D521. Streamwise and transverse velocity profiles
clearly indicate that larger droplets will be less deflected and, as
expected and observed, that impingement on the obstacle will

occur. In order to reduce the possible occurrence of secondary
atomization in the wet, solid cylinder corners, the obstacle was
regularly wiped during the experiments. This also attenuated the
effect of particle deposition and re-entrainment in the downstream
side of the cylinder due to the near-wake recirculation, which
might induce droplet distribution modifications.

Particle Number Distribution. Figure 5 shows the particle
number mean diameter (d10) as a function of the streamwise lo-
cation (x/D) for several vertical locations. Figure 6 provides the
particle concentration per size class compared to the freestream
value (C`) of the corresponding class as a function of the stream-
wise location (x/D) and for several transverse locations. The par-
ticle concentration (Ck) for the kth droplet size class is given by
Ck5Ndk•(p/6)(D30k

)3 whereNdk andD30k
are respectively the

number density and the volume mean diameter for thekth droplet
size class. Atx/D511, d10 is lowest in the region close to the
centerline~directly behind the cylinder!, which indicates a higher
relative concentration of small sized particles, as seen in Fig. 6.
The number mean diameter increases away from the centerline
and reaches a maximum fory/D'61 and decreases slightly for
uy/Du.1 ~Fig. 5!. Thus two regions exist:~i! the recirculation
region betweeny/D'21 and y/D'11, characterized by the
nearly exclusive presence of small sized droplets (dp53.6mm
and, in a lesser extent,dp57.1mm), and an external region where
the particle distribution is essentially that of the ambient stream.
This behavior is similar to that observed by Bachalo et al.@17#. At

Fig. 3 Centerline „y ÕDÄ0… streamwise velocity „UÕU`… and
streamwise „URMS ÕU`… and cross-stream „VRMS ÕU`… velocity
fluctuations downstream of the obstacle. Comparison between
present study and results of Lyn et al. †1‡

Fig. 4 Approaching flow conditions at x ÕDÄÀ1

Fig. 5 Particle number mean diameter „d 10… as a function of
the streamwise location „x ÕD… at several vertical locations
„y ÕD…
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y/D'60.6, the relative concentration of small particles is maxi-
mum. This location coincides with the largest mean streamline
curvature and maximumURMS. In this region, particle separation
would be greatest due to two effects. First, the inertial slip of the
larger particles would also be largest so that particles deflected on
the front face would concentrate along the shear layer. Second,
centrifugal ‘‘demixing’’ @16,19# concentrates particles along the
outer rim of the recirculation.

As x/D increases,d10 increases along the centerline to a value
of 16 mm at x/D'5 and remains nearly constant downstream. In
Fig. 6, it can be seen that the relative proportion of larger particles
rapidly increases along the centerline asx/D increases. Thus, the
increase ind10 is due to the influx of larger particles entrained by
the shear layer towards the centerline. A similar trend is observed
alongy/D50.5, but untilx/D54, the mean diameter is somewhat
larger than along the centerline. However, it is also noted that the
smaller the particles are, the earlier is their influx.

From the point-of-view of particle mixing, the near-wake re-
gion, where particle segregation is clearly evident, is upstream of
x/D'3 ~Figs. 5 and 6!. For x/D52 andx/D53, relative concen-
tration of the smaller particles (dP53.6 and 7.1mm for x/D52
and alsodP514.2mm for x/D53) is higher about the centerline
(uy/Du<0.6). Further downstream (x/D.4), the streamwise gra-
dients of the velocity and Reynolds stress field are small so that
the mean particle distribution changes slowly and the droplet dis-
tribution, in a mean sense, appears homogeneous forx/D56.
However, it will be shown below that these ‘‘smooth’’ profiles are
artefacts of the averaging operation. A phase-averaged analysis
will show that the passage of each vortex is associated with sharp
changes in particle size distribution both temporally and spatially.

Droplet Mean and Fluctuating Velocities. Figures 7–10
give non-dimensional, time-averaged mean and fluctuating
streamwise (U/U` ,URMS/U`) and vertical (V/U` ,VRMS/U`)
particle velocity profiles for several downstream locations. Recall
that the velocity characteristics of particle size classdp53.6mm
should match those of the continuous phase~air!. The periodic
passage of large-scale coherent structures~shed vortices! results in
high velocity fluctuations, especially close to the centerline
(y/D50). The contribution to the vertical velocity fluctuation by
the coherent motion due to the passage of shed vortices accounts
for up to 50% ofVRMS @1#. In the near and intermediate wakes
(1,x/D,20), the center of these vortices move roughly parallel
to the locus of points of maximum shear rate,]u/]y, in each of
the opposite shear layers. The distance between opposite loci is
symmetric abouty/D50 and increases in the streamwise direc-
tion to asymptotically approach a classical wake spreading rate.
The vertical spread of theVRMS profile is consistent with these
observations. Between the loci, the flow is strongly influenced by
vortices in both shear layers, explaining that the maximumVRMS
always occurs at the center, and not along the lines of maximum
shear rate as is the case forURMS.

At x/D51 ~Fig. 7!, negative mean streamwise velocities can be
observed close to the centerline (y/D50). This indicates the pres-
ence of the recirculation in the close near-wake. These negative
velocities are observed foruy/Du,0.4, which is similar to earlier

results@1–3,31# for the same location. Outside this recirculation
region, droplet mean streamwise velocities~U! quickly increase
across the shear layer to a maximum of approximately 1.3U` at
uy/Du'1.0. All particle size classes feature similar velocity pro-
files. However, the number of large particles is low close to the
centerline upstream ofx/D52 ~Fig. 6!, which reinforces the view
that the streamline curvature is sufficiently strong to prevent en-
trainment of nearly all particles larger than about 10mm into the
recirculation vortex core. The net effect is that migration of larger
particles towards the centerline is delayed downstream as a con-
sequence of trajectory modification and weaker streamline curva-

Fig. 6 Non-dimensional particle concentration „CÕC`… as a function of the streamwise location „x ÕD4
… and particle size

classes for three vertical locations. „a… y ÕDÄ0 „b… y ÕDÄ0.5 „c… y ÕDÄ1

Fig. 7 Time-averaged non-dimensional flow conditions at
x ÕDÄ¿1

Fig. 8 Time-averaged non-dimensional transverse velocity
conditions at x ÕDÄ2
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ture downstream. The relative importance of inertial effects for
heavier particles also leads to the attenuation inURMS, for ex-
ample arounduy/Du50.6.

At x/D52 ~Fig. 8!, it can be seen that the fluctuating (VRMS)
vertical velocity characteristics for small particle size classes (dp
53.6 and 7.1mm! are very similar. Mean particle velocities (V)
are also close to zero for both classes. However, segregation based
on particle size can be observed for larger particles (dp514.2,
28.5 and 56.9mm!. The vertical velocities (V andVRMS) depart
significantly from those for smaller particles. For the two larger
size classes, minima ofVRMS occur atuy/Du'0.9. A strong at-
tenuation of the fluctuations is noted in the upper and lower re-
gions corresponding to 0.5,uy/Du,1.5, whereas higher trans-
verse velocity magnitudes are observed in the same time. The sign

of the tranverse velocity component indicates a motion in the
direction of the centerline. As a result, the larger particles seem to
be globally entrained towards the centerline. This behavior will be
further documented in the phase-averaged analysis.

Differentiation based on particle size is very subtle based onU,
but is clearly visible for the other components forx/D53 ~Fig. 9!.
The profiles are also close for small particle size classes (dp
53.6 and 7.1mm!, but lower fluctuations are still observed for
larger particles. Inertial effects persist far downstream. Atx/D
56 ~Fig. 10!, URMS for larger particles is still clearly lower than
those of the flow. The vertical particle velocity component illus-
trates different stages of evolution of the particle velocity field. In
the region of maximum flow vertical fluctuation (2<x/D<3),
the downstream location at which the particleV and VRMS
matches that of the flow field is delayed proportionately with size
class. Inspection of Fig. 9 shows that, as forx/D52, the magni-
tude of vertical velocity of larger particles is also larger than that
of the flow at x/D53. The lowerVRMS observed at the same
streamwise locations is consistent with a global transverse entrain-
ment of larger particles (dP528.5 and 56.9mm! towards the cen-
terline, as previously suggested by results atx/D52. At x/D56,
segregation according to size cannot be made based onV or
VRMS, except fordP556.9mm. This suggests, as in Fig. 6, a
homogeneous redistribution. The phase-averaged analysis of this
flow, shown next, suggests that this conclusion may be
misleading.

Phase-Averaged Properties
The importance of the coherent structure passage in describing

turbulence management generally, and specifically the evolution
of the particle size distribution, requires a strategy to isolate the
influence of shed vortices. In the obstacle wake, the fluid~con-
tinuous phase! velocity field is characterized by the passage of
shed vortices, which influence the dispersed phase velocity and
concentration characteristics differently depending on droplet size.
Counter-rotating vortices are alternately formed and shed from
opposite cylinder faces. The core of the shed vortices are con-
vected downstream. The average convective speed (UC) was
shown by Lyn et al.@1# to be UC'0.43U` in the base region
(x/D,4) and to increase rapidly to 0.78U` for x/D.4. The co-
herent motion results in large velocity fluctuations, especially in
the vertical direction, at each vortex passage upon which turbulent
~incoherent! fluctuations are superimposed. The average charac-
teristic frequency (f S) of the coherent fluctuations corresponds to
a Strouhal number ofStD5 f SD/U`50.13260.003@1–3,5#.

Hussain@26# proposes that the influence of the coherent motion
can be represented in terms of a ‘‘typical’’ or average cyclical
passage of a coherent structure subject to the double decomposi-
tion written for the generalized flow variablec:

c~ t !5^c&1c8

wherec(t) represents the instantaneous value,^c& is the phase
averaged value andc8 the turbulent~incoherent! fluctuation con-
tribution. For periodic events,̂c& represents simply the average
value of the coherent velocity at a given phase of the cycle so that
c5^c&, where the overbar indicates the time average. The aim of
phase-averaging is to obtain a statistical description of the flow
during a ‘‘typical’’ cycle. Experimentally, this requirement implies
measurements of a sufficient number of cycles, typically over 200.
Depending on the data acquisition rate~generally a few kHz!, the
data is then subdivided into finite phase bins, the size of which is
determined by the desired sample size. As reported by many re-
searchers, there is a slight cycle-to-cycle variation, or phase jitter,
due to turbulence and transient three dimensional instability. A
cycle will be considered to occur between two peaks of the verti-
cal velocity. The peak occurrence is determined by filtering the
original signal~time series for the vertical velocity component!
with a bandpass filter about the average shedding frequency~de-
termined from Fourier analysis! and then applying a peak detector

Fig. 9 Time-averaged non-dimensional flow conditions at
x ÕDÄ¿3

Fig. 10 Time-averaged non-dimensional flow conditions at
x ÕDÄ¿6
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on this enhanced signal to determine the beginning and the end of
each cycle. Subsequently, each cycle is subdivided in a number of
bins ~NB!, or phase intervals, of equal lengths, i.e.~time between
the two peaks!/NB. In this study, NB518, corresponding to phase
bins of 20 deg. The phase-averaged streamwise and vertical ve-
locity components, incoherent turbulent fluctuations and the num-
ber of droplets in each bin can then be deduced.

As indicated in the literature, the particle Stokes number,St, is
an important parameter to characterize the effect of particle size
on dispersion. To determineSt, the particle response time,tA ,
can be approximated fromtA5rPdp

2/18m f whererP is the par-
ticle density,dP is the particle diameter,m is the fluid dynamic
viscosity andf is a coefficient linking the Stokes drag to the actual
drag so thatCD5 f 24/ReP . For ReP,1000, a good approximation
of f is given by f 511.15 ReP

0.687 @6#. Following Bachalo et al.
@17#, based on the similarity between the circular and the square
cylinder wakes, the characteristic fluid motion time scale is ap-
proximated bytF5D/UR , whereUR5U2UC . Using these defi-
nitions, it is found that for 30mm droplets the Stokes number is in
the critical range, being of the order unity in the region of maxi-
mum URMS in the shear layer and dropping to order 0.1 down-
stream. Thus, the existing particle size distribution will result in a
sufficiently largeSt-range to study particle entrainment efficiency.

Results on the Centerline. The non-dimensional phase aver-
aged vertical velocity component (^V&/U`) at the centerline
(y/D50) and atx/D52, 3 and 6 is shown in Fig. 11 as a function
of particle size. A sufficiently large sample size is required to get
reliable statistical results. Therefore, phase-averaged properties
were determined for a reduced number of size classes whose mean
diameters (dp) are 3.6mm, 9.0 mm, 22.6mm and 56.9mm, re-
spectively. Like for the time-averaged analysis, velocity measure-
ments corresponding to the class of the smallest particles (dp
53.6mm) may be assumed to approximate the fluid flow field.
The origin of the cycle is arbitrarily chosen at an instant such that
the magnitude of the vertical velocity is a maximum for this size
class. As concerns particle concentration, number densities have
been used to account for velocity induced bias. For a given size
class, results are presented as the particle number density (^Nd&)
compared to the average particle number density (^Ndx/D56) of
the corresponding size class computed on a complete cycle at
x/D56 and for the same vertical location~y/D!.

At x/D52, the phase-averaged vertical velocity has a square-
wave shape, which shows the alternate presence of shed vortices
coming either from the upper or lower side of the cylinder. The
combined effect of these alternate vortices results in an apparent
upward motion~i.e. ^V&.0) when one is located just upstream of
the upper vortex and just downstream of the lower vortex, and a
downward motion (̂V&,0) when located just downstream of the

upper vortex and just upstream of the lower one. Transitions with
a transverse velocity component close to zero occur when one is
located just above or below vortices’ cores. Note that only partial
data are provided fordp522.6mm and 56.9mm as insufficient
numbers of particles were detected for some phase bins at this
location. This flow pattern suggests that shear layerflapping
abruptly redirects the particle stream into the wake region with
similar velocity magnitudes observed in both directions for a
given size class. Moreover, a slight phase lag is observed for
larger particles. This effect is more pronounced forx/D53 and
indicates that inertial effects are present fordp522.6mm and 56.9
mm. The inertial effect is also evidenced by the relative low num-
ber density of droplets withdp522.6mm and 56.9mm at both
these locations (x/D52 and 3! as seen in Fig. 11. Further down-
stream, atx/D56, droplets up todp522.6mm have similar flow
characteristics. However, the phase lag is still observed for the
largest droplets (dp556.9mm).

The influence of the fluctuations associated with the coherent
motion on the local, instantaneous, droplet concentration is char-
acterized by large changes and two peaks in the particle number
density distribution during the shedding cycle. These peaks occur
close to the middle phase of either the upward or downward mo-
tion. This behavior is consistent with the observed shear layer
dynamics. The poorer mean mixing characteristics in the very
near wake region observed from the mean particle distributions
seem directly related to particle slip as the shed vortices cause
reorientation of the shear layer. The oncoming particles directly
upstream of the cylinder are deflected preferentially along the
separated shear layer. As these shear layers are redirected in the
wake, they convect these high particle concentrations towards the
center line. Particle trajectory deflections towards the centerline
depend on particle inertia with a better response of small, i.e. low
Stokes number, particles to the reorientation of the shear layer. A
more detailed description of particle behavior in the shear layer
region is provided later.

Due to the large droplet size range and in order to keep a
sufficient number of large particles all along the flow despite
gravitational effects, some asymmetry in droplet concentrations
could not be avoided, as observed just downstream of the cylinder
at x/D51 ~Fig. 12!. The importance of this asymmetry is size-
dependent. Considering that the region in between, and including,
the shear layers contains the particles contributing to the feeding
at the centerline, droplet concentrations atx/D52 and for each
size class may be corrected by taking the ratio between the aver-
age droplet number densities above and below the centerline at
x/D51 ~Fig. 13!. Time-averaged vertical velocity profiles~Fig. 7!

Fig. 11 Phase-averaged non-dimensional vertical velocity „top … and droplet number density distribution „bottom … at the
centerline „y ÕDÄ0… for three streamwise locations. „a… x ÕDÄ2 „b… x ÕDÄ3 „c… x ÕDÄ6
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indicates that this inner region is roughly delimited byuy/
Du<1.25. Symmetry is recovered for three of the four size classes.
However, for the larger particles, the influence of gravity is still
not negligible, giving the particles a net downward settling mo-
tion. The number density profiles are smoother for the smaller
droplets (dp53.6mm and 9.0mm, Types I & II!. These tend to
follow the streamline curvature better so that small particles~Type
I! are found during the complete cycle, even if not at the same
concentration. Once these particles have been entrapped in vorti-
ces, one would expect to find them distributed homogeneously all
along the shedding cycle. However, a substantial modulation is
observed leading to small number of particles near the velocity
transitions. The use of a single Stokes number based on the char-
acteristic time-scale of the vortex motion appears to be insuffi-
cient if one wants to consider the behavior of a particle located

close to the vortex core. In that case, when the particle is at a
shorter distance from the core than the characteristic length scale
of the vortex motion, the flow time-scale, and subsequently the
corresponding Stokes number, change. In such a situation, heavy
particles ~i.e. such thatrP@rF) tend to be centrifuged out as
observed and described by several authors@6,13,25#. This results
in depleted vortex cores and leads to the observed large nonho-
mogeneities in the temporal distribution. Type III droplets (dp
522.6mm) appear only intermittently in the near wake and are
not observed during the transitions between upward and down-
ward motions, which indicates important slip velocity effects.

Further downstream (x/D53 and 6!, no correction is applied
for droplet concentration results. If needed, comparisons will be
done with uncorrected droplet concentrations atx/D52. How-
ever, qualitative as well as quantitative results~phase lags between
density peaks, for example! are obtained and will help in detailing
the underlying mechanisms of droplet dispersion in this plane
wake. At x/D53 ~Fig. 11!, Type III droplets are observed at
nearly any phase of the cycle, whereas Type I particles tends
towards a more homogeneous temporal distribution. Type IV
droplets (dp556.9mm) also appear intermittently, especially
when the downward and upward motions are the most intense, but
not during the transitions~similar behavior as Type III droplets at
x/D52). Due to the ejection process, these larger droplets are
confined at the very outer edge of vortices so that, during a typical
shedding cycle, they are not present during most of the passage of
either vortex. Another noticeable characteristic of the droplet dis-
tribution is the slight shift of the location of the maximum con-
centration with increasing droplet size, which, together with the
observed response lag to velocity fluctuations, is consistent with
the ejection phenomenon. Atx/D56, Type I as well as Type II
particles feature rather homogeneous distributions, while two
peaks are still observed in the number density distributions of the
larger particles (dp522.6mm and 56.9mm! indicating that the
phenomenon of ejection of the entrapped droplets towards the
outer edges of vortices is still prominent for these sizes and is
indicative of particle ‘‘demixing’’ as noted by Tang et al.@16# or
Crowe et al.@19#.

Droplet Characteristics Away From the Centerline. Figure
14 shows the vertical velocity aty/D50.5 and for three stream-
wise locations (x/D52, 3 and 6! as a function of droplet size and
shedding phase. Atx/D52, Type III and IV droplets are mainly
present when the downward motion occurs. This downward mo-
tion lasts longer and the transition towards the upward motion is
smoother, orsmeared, indicating slip. Such size-dependent phase
lags in particle motion characteristics were also observed in the

Fig. 12 Time-averaged droplet concentration distributions in
the close near-wake at x ÕDÄ1

Fig. 13 Corrected and normalized phase-averaged droplet
number density distribution at the centerline „y ÕDÄ0… and for
x ÕDÄ2

Fig. 14 Phase-averaged non-dimensional vertical velocity „top … and droplet number density distribution „bottom … half a
diameter above the centerline „y ÕDÄ0.5… for three streamwise locations. „a… x ÕDÄ2 „b… x ÕDÄ3 „c… x ÕDÄ6
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phase-averaged results of Kiger and Lasheras@12# in their study
of a mixing layer. This is accompanied by delayed peaks in the
number densities. Phase lags between the number density peaks of
Types II, III and IV particles and the number density peak of Type
I particles are about 40, 70 and 100 deg, respectively. A significant
lower magnitude of the particle vertical velocity is also observed
for the largest droplets (dP556.9mm) during this downward mo-
tion. Note that, during the upward motion of the flow, some ve-
locity data are not provided for Types III and IV droplets due to
limited sample sizes.

Further downstream, atx/D53, both Type I and Type II drop-
lets are found throughout the cycle. Types III and IV particles also
appear during the upward motion. For example, the transition be-
tween the two kinds of motion~upward and downward! occurs
later for Types III and IV particles. The vertical velocity magni-
tude is still lower for Type IV particles in the case of the down-
ward motion. As droplets are entrained from the upper shear layer
towards the centerline, the smallest droplets follow more easily
the strong curvature of the vortex and have a more intense down-
ward motion than larger droplets whose trajectories are less de-
flected. For the upward motion, higher vertical velocity magni-
tudes are observed for the larger droplets. This motion may be due
to the passage of the trailing edge of the upper vortex with a peak
in Type III droplet concentration occurring earlier than for Type
IV. Then, this upward motion is maintained by the subsequent
passage of the leading edge of the lower vortex, which will con-
tinue to provide large droplets. The leading edge of the lower
vortex should then be able to feed with droplets the trailing edge
of the previous upper vortex, resulting in the formation of particle
streaks in the region between the two vortices similar to those
observed in the experiments of Longmire and Eaton@23# and
Lazaro and Lasheras@10,11# or the numerical study of Martin and
Meiburg @13#. Furthermore, this means that droplets must be lo-
cated in the outer edge of the vortices. Very large concentrations
of large droplets~especially Types III and IV! are observed in the
middle of the downward motion. This phenomenon may be ex-
plained by the fact that the upper vortex feeds from the upper
separated shear layer containing high droplet concentrations.
These droplets are convected downwards along the leading edge
of the upper vortex. Important phase lags are also observed.
Whereas the passage of negative to positive velocity is close for
the smallest particles~Types I and II!, the change occurs 30 and
40 deg later for Types III and IV droplets, respectively. Such a lag
is also evidenced by particle number densities temporal evolutions
during a shedding cycle. Although lower than at x/D52, phase
lags of about 50 and 80 deg are still observed for Type III and
Type IV particles, respectively.

Further downstream (x/D56, Fig. 14!, the three first types of

droplets have nearly identical velocity profiles. Only the largest
droplets (dp556.9mm) feature slightly different flow character-
istics. However, the droplet concentrations do not evolve simi-
larly. As was observed at the centerline, two characteristic peaks
in the number density distributions during a cycle remain for the
larger droplets (dp522.6 and 56.9mm! due to the preferential
concentrations of these droplets combined with the alternating up-
ward and downward flow induced by the vortices, but the mixing
that has occurred upstream tends to smear the distribution. The
peaks are more pronounced with the larger droplets and phase lag
is still pronounced. The distribution characteristics observed for
large particles are similar to those for smaller particles further
upstream. Finally, a uniform droplet distribution during a com-
plete cycle is not yet totally achieved atx/D56 ~Fig. 14!, even
for the smallest droplets. This illustrates how conclusions drawn
from time-averaged results alone, where droplet concentration is
on average uniform along the vertical, can be misleading. It is
concluded that redistribution or mixing is still active, which ex-
plains intra-cycle differences. The averaged results are weighted
more to the events at which peak concentrations occur.

Droplet Characteristics in the Shear Layer. As discussed
for x/D52 andx/D53, larger particles enter the centerline re-
gion during a preferential phase of the shedding cycle. Conse-
quently, the velocity of the large particles is biased towards peak-
^V& and the particleVRMS is lower, as observed in Figs. 8 and 9.
Particles originating upstream of the obstacle are initially concen-
trated in the shear layer. Particle trajectory modifications due to
shed vortices in the wake, and thus entrainment towards the cen-
terline, depend on particle inertia and local fluid motion charac-
teristics, i.e. their local Stokes number. Figure 15 shows the
phase-averaged vertical velocity for three vertical locations close
to or in the shear layer atx/D51 for y/D51, and atx/D53 for
y/D51 and 1.25. These locations span regions where minima of
the VRMS were observed for the larger particles (dp514.2mm at
x/D51, dp528.5mm and 56.9mm atx/D51 andx/D53, Figs.
7 and 9!. The smallest droplets (dp53.6mm) are well mixed
throughout the shear layer as is indicated by the nearly uniform
particle number density throughout the shedding cycle at the three
locations.

The largest particles (dp522.6mm and 56.9mm! have Stokes
numbers of the order unity, or larger, throughout the shedding
cycle. They tend to follow the flow less well as can be seen from
the phase-averaged particle velocity profiles aty/D51 for both
streamwise locations (x/D51 and 3!. At x/D51, the low cross-
stream velocity magnitudes indicate that both types of particles

Fig. 15 Phase-averaged non-dimensional vertical velocity „top … and droplet number density distribution „bottom … for three
locations close to the shear layer region. „a… x ÕDÄ1, y ÕDÄ1 „b… x ÕDÄ3, y ÕDÄ1 „c… x ÕDÄ3, y ÕDÄ1.25
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are subject to little lateral motion during the cycle. For Type III
particles (dp522.6mm), this weak lateral motion is accompanied
by a very high droplet number density for about half of the cycle
followed by a near total absence of droplets for the other half.
This suggests that Type III particles are confined in a very thin
layer close toy/D51. This behavior evokes particle ‘‘demixing’’
or ‘‘focusing’’ in the outer edges of vortices previously described
by Tang et al.@16# or Crowe et al.@19# for particles withSt'1.
As concerns Type IV particles (dp556.9mm), whose Stokes
number is roughly six times that of Type III particles, they appear
to be more scattered in the shear layer and to be less influenced by
the coherent motion. Inertial effects remain important for those
largest particles. This ‘‘demixing’’ effect may explain the mini-
mum relative concentration observed in Fig. 6 in the near-wake
recirculation region, just downstream of the cylinder, in the inter-
mediate size class (dp514.2mm) with higher relative concentra-
tions of larger particles (dp528.5mm and 56.9mm! both at
y/D50 andy/D50.5.

Mixing is also not totally achieved for Type II particles (dp
59.0mm) at x/D51, as it can be inferred from the lack of uni-
formity of the number density profile. Further downstream, at
x/D53, this mixing is achieved for Type II particles, which fea-
ture similar velocity and concentration profiles with Type I par-
ticles ~Figs. 15b and 15c!. At y/D51 ~Fig. 15b!, both Type III
and Type IV particles are strongly influenced by the coherent mo-
tion. The droplet number density is very high during the down-
ward motion of the deflected upper shear layer and very low dur-
ing the subsequent upward motion. No number density peak is
observed during the latter motion. The lower vortex has no longer
any effect so far from the centerline so that droplet feeding from
the lower vortex may no longer occur at that location. However,
high droplet concentrations are convected with the downward mo-
tion of the deflected shear layer, which may be sufficient to feed
the centerline region (y/D'0) with large droplets and would ex-
plain the sharp increase in the concentration of the larger droplets
observed downstream of the recirculation region~Fig. 6!. The
droplet motion will decelerate under the influence of the subse-
quent upward motion. However, because of their larger inertia,
larger particles will decelerate less quickly than the smaller ones.
At y/D51.25 ~Fig. 15c!, cross-stream velocity and number den-
sity profiles of Type III and Type IV particles still differ signifi-
cantly from those of the fluid~Type I!. Low cross-stream velocity
magnitudes, as well as lower concentrations, are noticed during
the upward motion.

Conclusion
The results for an investigation on the dispersion of droplets in

the near-wake of a square cylinder have been presented. The ef-
fect of shed vortices on the particle size and velocity distributions
in the wake of a square-cross-section cylinder were measured with
a phase-Doppler anemometer. Results were first given in terms of
time-averaged properties, and then analyzed by phase-averaging
using double decomposition for a fully turbulent flow. The mecha-
nism for entraining larger particles towards the cylinder centerline
(y/D50), and thus improving mixing, was described from wake
flow velocity characteristics. It is found that the coherent motion
has a strong influence on the particle trajectory and that particle
slip velocity cannot be neglected for droplets larger than 10mm
diameter, that is for Stokes numbers larger than 0.1.

The flow is mainly composed of two regions, which can
roughly be separated by the streamline associated with the maxi-
mum streamwise velocity. This leads to an inner-wake region
where particle statistics depend strongly on their size, and an out-
side region where these statistics are similar for all studied droplet
diameters~up todp556.9mm). In the near wake (x/D,4), poor
lateral mixing is observed. High streamline curvatures and high
streamwise velocities accentuate inertial effects. In the recircula-
tion region directly behind the cylinder, only particles smaller than
10 mm were found. Larger particles tend to be concentrated along

the outer side of the shear layer. The ejection process of heavy
particles from vortices’ cores is an essential additional phenom-
enon complementing the description of the droplet dispersion pro-
cess. These effects result in clearly identifiable lag between par-
ticle motion and flow field, which is significant for particles
bigger than 15mm. The spatial reorganization and redistribution
of particles due to the vortex motion is very strong in the very
near-wake, as expected, but also persists far downstream. The
effect of the coherent motion results in instantaneous, nonhomo-
geneous spatial distributions. However, since time-averaged sta-
tistics are inherently biased towards peak concentration events,
the mean distributions are fairly homogeneous, for which interpre-
tation can be misleading and thus to be treated with caution.
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Understanding Magnetic Field
Gradient Effect From a Liquid
Metal Droplet Movement
A two-dimensional liquid metal droplet moving into magnetic field gradient regions in a
vacuum space in the absence of gravity has been simulated in VOF-CSF method. The
general one-fluid VOF model for tracking free surfaces, and associated CSF model for
applying surface tension to free surfaces are formulated. The calculations show us that
the droplet encounters strong magnetohydrodynamics (MHD) drag from the field gradient
along moving path. Interaction of liquid motion with a magnetic field induces electrical
currents and Lorentz force on the droplet. The force is always to oppose the liquid motion
in both increased and decreased field conditions. More attention is given to understanding
the MHD equations and numerical results.@DOI: 10.1115/1.1637638#

Introduction
Interest in liquid metal magnetohydrodynamics~MHD! arises

from the possibility of utilizing liquid metal film flows or droplet
curtains in future magnetic confined fusion for protection of solid
structures from the thermonuclear plasma@1#. Interaction between
magnetic field and electrically conducting flow induces electrical
currents in the flow. Steady duct MHD flows in a uniform mag-
netic field have been well understood in regard to the Hartmann
layers and side layers@2,3#. Quite different from Hartmann-type
problems where the closure of induced currents is in the plane
perpendicular to streamwise, the currents induced by a potential
variation of velocity or magnetic field along flow direction en-
circle in the plane parallel to stream-wise. Some studies on the
induction effect from velocity field variation can be found in ref-
erences@2,4#. Recently, the studies by Sellers and Walker@5#, Gao
et al.@6,7# and Morley et al.@8# pay more attention to spatial field
variations due to the fact that potential field gradients exist in
fusion environment. Now, 3-D numerical modeling and experi-
mental study for MHD free-surface flows in complex fusion-like
magnetic environment can be found in a recent article by Morley
et al. @9#; interim reports are available on website
www.fusion.ucla.edu/apex, where the works by Neil Morley et al.
are more-closely about the liquid metal MHD. A 2-D modeling
with focus on the field gradient can be found in the dissertation by
Gao @10#.

The purpose of this study is to improve our understanding of
the field gradient induction effect through simulations of droplet
movement in field gradient regions in a 2-D regime. The droplet is
given an initial uniform velocity in the absence of gravity. Without
magnetic field, the droplet simply moves like a solid ball at a
constant velocity. However, when a magnetic field gradient is ap-
plied along its moving path, complex interaction between mag-
netic field and flow field makes it too difficult for us to obtain an
analytical solution to the seemingly simple droplet movement. In
the case here, the numerical simulation is a useful tool to under-
standing physical principles because we can concentrate on one
factor, but experimental settlement is difficult or impossible.
Moreover, the experimental results are often the visualization of
all physical principles.

We choose to simulate the time-dependent governing equations

by the finite volume scheme using a volume-of-fluid~VOF! free
surface tracking method. The VOF method@11–13# is based on
fixed staggered grid and widely used in the free surface simula-
tion. The VOF method, instead of tracking free surfaces explicitly,
tracks the volume fraction of fluid in each cell to avoid topologi-
cal restriction which happens for most direct surface tracking
method. Scardovelli and Zaleski@13# provided a comprehensive
and informative review on numerical methods for tracking inter-
face and applying discontinuity conditions at the interface with
emphasis on VOF methods. They provided formulations from sev-
eral aspects and summarized problems with VOF methods. In the
present work, the projection method is used for solving the
Navier-Stokes equations. The van Leer second-order accurate con-
vection scheme is adopted from RIPPLE@11#. The split operator
scheme from Puckett et al.@14# is used for the VOF advection.
The dynamic conditions at free surface are numerically imple-
mented through the continuum surface force~CSF! model@11,15#
in conjunction with VOF method. The general CSF model often
results in so-called spurious currents@13,16# at neighborhood of
free-surface. A more accurate representation of surface tension
term can be found in@16#.

Some advantages of this case are listed in the following re-
spects. One is that we do not need to concern boundary condi-
tions. The boundary condition in the VOF method does not matter
when the droplet moves in vacuum. Also, in the absence of mag-
netic field and gravity field, the solution is known, but calculation
for such a simple case is still presented for checking the numerical
scheme in some senses and for comparison with MHD droplet
movement. For a MHD droplet moving in a field gradient region,
the electromagnetic force is the only external force acting on the
droplet. Changing the magnetic conditions, we should be able to
see easily the corresponding changes. From these simulation re-
sults at various properly designed magnetic field conditions, we
can understand the MHD effect to some extent.

Governing Equations
The velocity field V5(u,v,0) and the del operator ¹

5(]/]x,]/]y,0) are considered two-dimensional in the x-y plane.
The applied magnetic fieldBa5(0,0,B@x,y,t#) is aligned in the
z-direction and can in general vary both temporally and spatially
in the x-y plane. The field gradient interacts with liquid metal
motion, producing electrical currents and thereby the Lorentz
force in x-y plane@2#. The induced currents in turn build their own
magnetic fieldBi , which is also aligned in z-direction. We actu-
ally use scalar variablesBa and Bi to represent the applied and
induced field because only one component of a vector is involved
here. The field gradient effect can be studied by the 2-D model
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@6,10# ~other variants of this infinite and/or axisymmetric 2-D
model can be seen in@8#!. In a VOF model, two immiscible fluids
in the computational area are considered, and interfaces, or free-
surfaces, are no longer grid boundaries. The surface tension term
at an interface is transformed to a volume forceFsv which is only
non-zero within a limited thickness of interface region. The scalar
field f is defined to denote the volume fraction of the fluid whose
dynamics we really want to know. Thef follows fluid motion and
satisfies the advection equation. Therefore, in a VOF method, the
incompressible liquid metal flow is described by the time-
dependent electromagnetic induction equation@8#, momentum
equation, mass conservation, and VOF advection@11,13#:

]Bi

]t
1~V•¹!Bi5

1

mm
¹•S 1

se
¹Bi D2~V•¹!Ba2
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, (1)
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]t
1¹•~ f V!2 f ¹•V50, (4)

whereD is the strain-rate tensorDi j 51/2(] jui1] iuj ), p the pres-
sure, andr, m, se , mm are respectively density, dynamic viscosity
m, electrical conductivityse , magnetic permeability. Themm can
be considered to be constant for non-ferromagnetic material. The
gravity is set to zero here in order to highlight the MHD effect.
The properties of the mixture are estimated by the volume-
weighted average of two fluids:

r5 f r11~12 f !r2 , (5)

m5 f m11~12 f !m2 , (6)

se5 f se,11~12 f !se,2 , (7)

For the free-surface flows in vacuum or light-gas surrounding, the
dynamics of this side can be ignored, and a two-fluid VOF model
is simplified to one-fluid/void model wherer2 , m2 , se,2 are zero.

As a matter of fact,Bi is very small ~about 1024 times the
applied field as will be shown in the calculations! for the liquid
metal MHD. Its real role is to represent induced current densityj
because of:

j5
¹3Biẑ

mm
. (8)

The Bi contours function as streamlines of induced currents. The
induction equation, Eq.~1!, reveals that the source term of in-
duced magnetic field~electrical currents! comes from the spatial
or temporal variation of the applied magnetic field; it does not
depend at all on the absolute value of applied field. The inducted
currents are also transported by diffusion and convection as in
general transport equation. The induced currents are confined in
liquid flow, in other words,j n50. The condition is interpreted as
Bi5Constant along free-surfaces, and thusBi is set to zero for
convenience in calculations.

The surface tension is taken into account by incorporating a
volume forceFsv into the momentum equations. At an interface
the normal stress is balanced by capillary force, and the shear
stress vanishes for the liquid with constant properties. The volume
force Fsv is defined in the VOF-CSF model@11,13,15#.

Fsv5sk¹ f , (9)

wheres is the surface tension coefficient, andk is the curvature
of surface. The relation shows thatFsv is concentrated on inter-
face regions; away from interfaces it is zero due to¹ f 50. The
interface characteristic values: the outward normaln and curva-
ture k, are calculated as:
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The VOF advection equation, Eq.~4!, is adopted from Puckett
et al.@14#. As indicated by Scardovelli and Zaleski@13#, the VOF
advection equation can not be differentiated as we do to a general
partial differential equation, such as Navier-Stokes equation. Ac-
tually, it is only well-defined in integrals, expressing the volume
~mass! conservation during interface~free-surface! advection.
Therefore, an approximate free-surface needs to be constructed
from the volume fraction data when we solve Eq.~4!. Here, a
curvy free-surface is represented as segment straight lines. A line
function is determined by its slope and intersection length in its
local x-y coordinates with the origin at cell center. The slope is
obtained from surface normaln and the intersection is determined
by the volume fraction of liquid in the cellf and the slope. More
details about implementation of the VOF model and verification
for the numerical scheme are available in Refs.@10,17#. The com-
putation time step is controlled by parameters such as velocity,
surface tension, viscosity and mesh size, and encoded in the code.
The most time-consuming part is the solving of the pressure Pois-
son equation, which is done by using the LU factorization solver
residing in ESSL and IMSL math library on RS/6000 cluster
machines.

Results and Discussion
The liquid Lithium droplet is given the initial velocity 1 m/s to

move into several different field gradient regions in a vacuum
space without gravity. The velocity is chosen to easily show MHD
effect since the intensity of induced currents increases with mov-
ing velocity. The computational area is 3 cm in x-direction and 1
cm in y-direction, the grid number is 120 in x-axis and 40 in
y-axis. The droplet originally sits at~0.5 cm, 0.5 cm!.

The ordinary droplet in the absence of magnetic field is first
calculated. The positions and shapes of the droplet at a series of
moments are shown in Fig. 1. The solution is well agreed with our
expectation that the ordinary droplet moves in vacuum at the con-
stant speed.

The droplet is then shot into a field gradient region betweenx
5@1,1.5# cm, where the magnetic field linearly increases from
zero atx51 cm to 1 T atx51.5 cm.Ba is zero inx,1 cm, and
remains 1 T afterx.1.5 cm. The field gradient is 200 T/m in
x-direction, which is a very large gradient. The droplet movement
is modified by induced electromagnetic force as shown in Fig. 2.
Here and in the following, the applied magnetic field gradient
region is marked by the two vertical lines. It is apparent that the
droplet has moved much shorter distance than the ordinary droplet
in 25 ms. It encounters opposition so-called MHD drag. For better
understanding the MHD drag, contours of the induced fieldBi are
shown in Fig. 3. The magnitude ofBi decreases with the depth

Fig. 1 Droplet movement in the absence of magnetic field and
gravity
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into center with the biggest (Bimax50) at the outermost surface.
As state by Eq.~8!, the Bi contours reflect the electrical current
field. The strength of a current field is indicated by the density of
contour lines. The currents encircle clockwise following the drop-
let shape, and thus the resultant electromagnetic force presses the
droplet into inside. But the force is not uniformly distributed due
to the spatially varying field. In an increased field region, the
backward electromagnetic force acting on the front-half is larger
than the forward force acting on the rear-half, resulting in the
MHD drag effect. The droplet is also squeezed into the elongated
shape as shown in Fig. 2 fort510 ms.

The strength of induced currents is proportional to the magni-
tude of velocity field. This can be seen from the decreasing mini-
mum value ofBi , i.e., Bimin in the figure, as the movement is
slowed down. When the droplet still has dominant forward-
moving velocity, the electrical currents should close co-centered
as shown byBi contours in Fig. 3, According to induction Eq.~1!,
the source of generating currents is located inside the field gradi-
ent region. After the droplet comes out of field gradient region, it
will keep moving at the velocity obtained at the end of field gra-
dient region, but the shape may change because the relative ve-
locity is already generated inside the droplet.

As the field gradient region is elongated to 1 cm, the droplet
with the initial velocity may be stopped by MHD drag as shown in

Fig. 4. The droplet almost does not change position after 20 ms,
but it indeed changes the shape. This behavior implies the velocity
field is not zero everywhere like a solid ball. There must be rela-
tive velocities between different parts of fluid inside the droplet.
This can be confirmed from the contours ofBi shown in Fig. 5,
where the non-co-centeredBi contours occur. In contrast, at the
beginning when the droplet has dominant forward velocity and
negligible relative velocity, theBi contours are co-centered. The
problem of spurious velocity field@16# due to the CSF represen-
tation of surface tension may contribute to the oscillation at the
stopping state. But the relative velocity field is also dictated by
physics in the case here. The spurious velocity problem is more
difficult to identify because of the complex coupling between ve-
locity field and magnetic field. Popinet and Zaleski@16# pointed
out the spurious velocity may cause computational difficulty, but
we did not encounter any numerical convergence problem for this
work. This may be due to the one-fluid model so that the coeffi-
cients of discretized pressure Poisson equation are adjusted to
yield zero pressure in void side.

The increased and decreased field gradients put same resistance
on the droplet movement. The droplet is put in the opposite mag-
netic field distribution, whereBa decreases from 2 T to zero in
x5@1,2# cm, andBa52 T at x,1 cm, Ba50 at x.2 cm. The
result is shown in Fig. 6. Comparing with the preceding case with
increased field, we see the very similar deceleration of movement
from the decreased field region. A little difference is that the drop-
let here is decelerated slightly faster than the preceding one. This
is caused by the larger absolute value of applied field here around
x51. At the same velocity field and same field gradient, the in-
duction equation model states that the same magnitude currents
except current directions will be induced, but the electromagnetic
force generated by the cross product of induced current and mag-

Fig. 2 Droplet movement in the field increasing from 0 T to 1 T
at xÄ†1,1.5‡ cm

Fig. 3 B i contours for the droplet in field increasing from 0 T
to 1 T at xÄ†1,1.5‡ cm

Fig. 4 Droplet movement in the field increasing from 0 T to 2 T
at xÄ†1,2‡ cm

Fig. 5 B i contours for the droplet in field increasing from 0 T
to 2 T at xÄ†1,2‡ cm
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netic field is proportionally larger for the larger field, resulting in
larger drag at beginning of the course. The induced currents at 10
ms are illustrated in Fig. 7, and it is shown that theBi is nearly the
counterpart of theBi in Fig. 5. TheBi here in the decreased field
represents counterclockwise currents instead of clockwise currents
in an increased field.Bimax2Bimin53.6E24 here is a little bit
smaller thanBimax2Bimin54.2E24 for the last case because at 10
ms, the droplet already moves slower than the droplet in the last
case.

As another example to see the same MHD drag from increased
field and decreased field, we have computed the droplet move-
ments in the magnetic field increasing from21 T to 1 T in the
region ofx5@1,2#, and in the field decreasing from 1 T to21 T
in the same region. The only difference for the two conditions is
the direction of field gradient. The results are shown in Figs. 8 and
9. The positions and shapes of the droplet at a series of moments
are nearly the same for these two conditions,

All the above cases have the field gradient 200 T/m. To clearly
show that the MHD drag is more than linearly related to field
gradient, the movement of the droplet in the magnetic field which
linearly increases from 0 T to 1 T in the region ofx5@1,2# cm is
shown in Fig. 10. Compared with Fig. 4, it is shown that in this
smaller field gradient the droplet encounters much less resistance
so that it can come through the field gradient region. Indeed, from
our understanding of preceding results shown in Figs. 2 and 3,
strength of induced currents is linearly proportional to the magni-
tude of field gradient, and MHD drag magnitude is quadratic to
the increase of field gradient.

Conclusions
We have calculated the 2-D~x-y! liquid metal droplet move-

ment in different magnetic field gradient conditions. A VOF-CSF
numerical method is used to deal with free-surfaces advection and
application of discontinuity conditions at free surfaces. The basic
numerical model and a 2-D MHD model have been presented. The
results point to the field gradient opposition effect on liquid metal
movement. Interaction of liquid metal motion with the field gra-
dient induces electrical currents, thereby creating Lorentz force on
the droplet. The strength of induced current field is proportional to
field gradient magnitude and velocity magnitude, but independent
of the absolute value of field. Due to the spatial field gradient, the
backward electromagnetic force is always larger than the forward
force in both increased field and decreased field conditions, caus-
ing the MHD drag from field gradient along moving direction.
The drag increases quadratically with the increase of field gradi-
ent. The MHD drag decelerates the droplet and may stop it, plac-
ing cautions for possible engineering applications.
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Fig. 7 B i contours at 10 ms for field decreasing fro m 2 T to 0 T
at xÄ†1,2‡ cm

Fig. 8 Droplet movement in the field increasing from À1 T to 1
T at xÄ†1,2‡ cm

Fig. 9 Droplet movement in the field decreasing fro m 1 T to
À1 T at xÄ†1,2‡ cm

Fig. 10 Droplet movement in the field increasing fro m 0 T to 1
T at xÄ†1,2‡ cm

Fig. 6 Droplet movement in the field decreasing fro m 2 T to 0 T at xÄ†1,2‡ cm
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Double-Species Slurry Flow in a
Horizontal Pipeline
Slurry transport experiments were performed with five double-species slurries composed
of glass beads and water. The double-species glass beads were various combinations of
beads having two widely different densities and three narrow particle size distributions.
Pressure gradients for double-species slurries were compared to those for individual
components at the same solids volume concentrations. Effect of mean particle diameter on
pressure gradient of double-species slurry in the pipe was studied. Experiments were
performed in a horizontal pipe flow loop of 23 mm internal diameter. Obtained data are
useful for pipeline systems design and also valuable for verification of numerical simula-
tions of the slurry flows.@DOI: 10.1115/1.1637925#

1 Introduction
Pipeline systems are widely used in the transportation of coal,

iron ore, mineral concentrates, ore tailings, and sewage sludge
@1,2#. In many of these applications, transported slurries are com-
plex multi-species mixtures containing solids with different den-
sities and particle sizes. In the past, most of the theoretical and
experimental studies dealt with only single-species slurries such
as sand- or coal-water mixtures@1–3#; little is known about multi-
species slurries. Several multi-species slurries were tested at
Saskatchewan Research Council@4,5#; however, tested slurries
were very specific in composition to simulate uranium ore, and no
systematic study was undertaken to study the effect of individual
components on overall slurry transportation properties. Roco and
Shook @6# developed a space/time averaged approach to model
multi-species slurry flow numerically, but their model was only
tested for coal-water slurry with coal particles having different
densities in the narrow range of 1310 kg/m3 to 1730 kg/m3. Sev-
eral studies were dedicated to the effect of particle size in single-
species slurries on pipeline flow@7–11#; these slurries contained
solids of the same density but different particle sizes. In contrast,
the effect of particle size in multi-species slurry with solids of
different densities is unknown.

The current design of pipeline systems based on the studies of
single-component slurries causes substantial limitation of safety
and efficiency. Thus, there is a significant need to study multi-
species slurry transportation in order to build a scientific basis for
better pipeline system design in the future.

For this paper, we studied double-species slurries composed of
well-characterized spherical glass beads of various mean particle
diameters and densities. Pressure gradient in a pipe versus flow
velocity relationships for several double-species slurries were
measured experimentally in the horizontal pipeline flow loop. Ob-
tained data are useful for pipeline systems design and also valu-
able for verification of numerical simulations of the slurry flows
since the solid particles of the tested slurries are spherical and
closely sized.

2 Experimental Facility

2.1 Flow Loop. Measurements of slurry transport character-
istics were performed in a flow loop of a closed type~with mix-
ture returning from the loop directly into a pump inlet!. The sche-
matic diagram of the flow loop used in this study is shown in Fig.

1. The loop is constructed out of 25 mm O.D.~I.D. D523 mm)
stainless steel circular tubing. The slurry is circulated in the loop
with a Svedala MM25 centrifugal slurry pump equipped with a
variable speed drive. The loop has a 68-liter conical supply tank.
The loop is also equipped with a heat exchanger and constant
temperature bath to maintain slurry temperature constant. There
are two K-type thermocouples installed near the loop inlet and
outlet to measure slurry temperature. The loop is 17 m long and
has two 130D flow development sections followed by pressure
drop measurement sections. The length of the flow development
sections was chosen to ensure that the flow is fully developed
when it enters the measurement section; minimum flow develop-
ment section should be at least 50D @1,12#. Pressure drops in the
two 158 D horizontal straight measurement sections of the flow
loop are measured with Rosemount 3051 differential pressure
transmitters. The volume and mass flow rates as well as slurry
density are measured with a Micro Motion T-100 Coriolis mass
flow meter. The pressure transmitters, the thermocouples, and the
flow meter are connected to a National Instruments data acquisi-
tion system, which is controlled by a LabView program. The data
acquisition system allows simultaneous measurement of pressure
gradients, mass and volume flow rates, and slurry temperature.
The same LabView program is used to calculate solids volume
concentration in the slurry from known solids and liquid densities
and measured slurry density:

Cv5
rsl2r l

rs2r l
(1)

The experimental procedure for each test run consists of the
following. First, the supply tank is filled with carrier fluid~water!,
and the pump is started. Next, while water is circulating in the
loop at a flow velocity well above the stationary bed velocity, the
solids are gradually introduced into the loop through the supply
tank, and the slurry concentration is monitored with the Coriolis
mass flow meter. The solids are added until the desired slurry
concentration is reached. The slurry then is allowed to circulate in
the loop for some time to obtain homogeneous solids distribution.
The pressure gradient measurements are taken with a stepwise
decrease of the flow rate from the maximum flow rate to the
minimum. The flow rate is controlled by the rotation rate of the
pump.

It was estimated that the accuracy of the flow velocity measure-
ments is6531023 m/s; that of the slurry density is62.0 kg/m3;
and that of the pressure gradient is650 Pa/m. The roughness
value of the flow loop tubing was determined experimentally to be
32 mm. The flow loop was calibrated by performing clear water
runs. Comparison of measured pressure gradients for water with
predictions of Wood’s@13# empirical correlation from Eq.~2! for
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turbulent flow in a pipe with a rough wall is shown in Fig. 2.
Good agreement between our measurements and Wood’s correla-
tion indicates that the results obtained in the flow loop are reli-
able:

f 5a1b•Re2c, where a50.0026S e

D D 0.225

10.133S e

D D ;

b522S e

D D 0.44

; and c51.62S e

D D 0.134

(2)

2.2 Slurry Characterization. In this study five double-
species slurries were used. The solid component of the slurries
was glass spheres, and the carrier fluid was water. The double-
species mixtures were 50% by 50% by volume mixtures of two
different kinds of glass spheres. The glass spheres were obtained

from Potters Industries Inc.1 and from Flex-o-Light2. These glass
beads were of two different densities (2490 kg/m3 and
4200 kg/m3) and three different mean particle diameters~140mm,
260mm, and 530mm!. Out of five double-species mixtures, three
had solids of the same mean particle size but different densities,
while the other two had solids with different mean particle sizes
and different densities. Detailed properties of solid component of
all double-species slurries are summarized in Table 1.

3 Results

3.1 Comparison of Double-Species and Single-Species
Slurries. Prior to our experiments with double-species slurries,
we performed tests with single-species slurries consisting of each
individual component of the double-species slurries. Single-
species results are reported in detail elsewhere@14#. In this section
we compare double-species slurry transport characteristics with
those of individual components of each slurry at the same solids
volume concentrations.

3.1.1 Double-Species Slurries Consisting of Particles of the
Same Mean Diameter but of Different Densities.First, we con-
sider double-species slurries consisting of particles of the same
mean diameter but of different densities. Figures 3–5 show the
pressure gradient versus flow velocity curves for such slurries for
three different mean diameters. These figures confirm that the
pressure gradient curve for a double-species slurry is always be-
tween the curves for its individual components. However, double-
species curves are not exactly in the middle between the single-
species curves, which indicates that the pressure gradient of
double-species slurry is not the average of the pressure drops of
individual components. To illustrate the difference between
double-species and the average between the single-species slurries
more clearly, we fitted all our experimental data with second-order
polynomials and then created difference curves between pressure
gradient for double-species slurries and average pressure gradient
for single-species slurries according to the formula:

% deviation5
DPdouble-species2DPaverage

DPaverage
•100% (3)

whereDPdouble-speciesis the pressure gradient of a double-species
slurry, andDPaverageis the average of the pressure gradients of
single-species slurries of individual components.

The results are shown in Fig. 6. On this figure, the position of
the difference curve close to zero indicates that the pressure gra-
dient of double-species slurry is close to the average of the pres-
sure drops of individual components; the position of the difference
curve above zero indicates that the pressure gradient of double-
species slurry is closer to that of the denser component~Flex-o-

1Potters Industries Inc., P.O. Box 840, Valley Forge, PA 19482-0840, USA.
www.pottersbeads.com

2Flex-O-Lite Inc., 125 Cassens Ct., Fenton, MO 63026, USA

Fig. 1 The schematic diagram of the flow loop

Fig. 2 Comparison of experimental data for clear water flow
with prediction of Wood’s †12‡ empirical equation

Table 1 Properties of solid components of double-species slurries and test conditions.

Components

Component
Density,
kg/m3

Component
Mean Particle

Diameter,
mm

Component
Particle Size
Range,mm

Tested solids
volume

concentrations, %

Tested Flow
Velocity Range,

m/s

1. Potters P-0060 2490 140 100–150 5, 10, 15 0.7–3
2. Flex-O-Light~100/140 mesh! 4200 140 100–150

1. Potters P-0120 2490 260 210–300 5, 10, 15 1–3
2. Flex-O-Light~50/70 mesh! 4200 260 210–300

1. Potters P-0230 2490 530 430–600 5, 10 0.7–3
2. Flex-O-Light~30/40 mesh! 4200 530 430–600

A. Potters P-0060 2490 140 100–150 5, 10 1–3
B. Flex-O-Light ~30/40 mesh! 4200 530 430–600

C. Potters P-0230 2490 530 430–600 5, 10, 15 0.7–3
D. Flex-O-Light ~100/140 mesh! 4200 140 100–150
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Light!, and the position of the difference curve below zero indi-
cates that the pressure gradient of double-species slurry is closer
to that of the less dense component~Potters!.

Figure 6 shows that for a mean particle diameter of 140mm and
5% concentration, the double-species slurry pressure gradient is

above the average of the pressure drops of individual components,
i.e., closer to the pressure gradient of denser~Flex-o-light! slurry.
However, when the concentration increases, the double-species
slurry pressure gradient becomes very close to the average pres-
sure gradient of individual components.

Fig. 3 Comparison of pressure gradients of double-species
slurry with single-species slurries. Mean particle diameter 140
mm: a… CvÄ5%; b… CvÄ10%; c… CvÄ15%

Fig. 4 Comparison of pressure gradients of double-species
slurry with single-species slurries Mean particle diameter 260
mm: a… CvÄ5%; b… CvÄ10%; c… CvÄ15%
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For a mean particle diameter of 260mm, the 5% and 15%
concentration slurries display pressure gradients above the aver-
age of the pressure drops of individual components, while the
10% slurry has pressure gradients below the average of individual
components, except for flow velocities below 1.25 m/s. Thus, in
contrast to smaller particles slurry, thedm5260mm double-
species slurry pressure gradient does not become close to the av-
erage pressure gradient of individual components with the increas-
ing concentration.

For still larger mean particle diameter of 530mm slurry and
Cv55% and 10%, the double-species slurry pressure gradient is
above the average of the pressure drops of individual components.
However, forCv55%, this is true only for flow velocities below
2.5 m/s; for higher flow velocities, the double-species slurry pres-
sure gradient is below the average.

3.1.2 Double-Species Slurries Consisting of Particles of Dif-
ferent Mean Diameters and Different Densities.Second, we con-
sider double-species slurries consisting of particles of different
mean diameters and different densities. Figures 7 and 8 show the
pressure gradient versus flow velocity curves for slurries com-
posed of such particles. Figure 7 shows pressure gradients for a
slurry composed of small particles having low density~Compo-
nent A! mixed with large particles of higher density~Component
B!. Figure 8 shows pressure gradients for a slurry composed of

large particles having low density~Component C! mixed with
small particles of higher density~Component D!. Both figures
show that, as for double-species slurries with particles of the same
mean diameter, the pressure gradient curve for double-species
slurry is always between the curves for its individual components.

Fig. 5 Comparison of pressure gradients of double-species
slurry with single-species slurries. Mean particle diameter 530
mm: a… CvÄ5%; b… CvÄ10%

Fig. 6 Difference between pressure gradients for single- and
double-species slurries: a… d mÄ140 mm; b… d mÄ260 mm; c…
d mÄ530 mm
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The difference curves between pressure gradient for double-
species slurries and average pressure gradient for single-species
slurries of individual components are shown in Fig. 9. Figure
9(a) shows that for the slurry composed of small particles having
low density mixed with large particles of higher density, pressure
gradients are below the average pressure gradient of individual
components and closer to that of Component A, except forCv
55% slurry for flow velocities above 2.25 m/s for which the
effect is opposite. Figure 9(b) shows that for the slurry composed
of large particles having low density mixed with small particles of
higher density, forCv55% the pressure gradients are above the
average and closer to that of Component D; forCv510% the
pressure gradients for flow velocities below 1.5 m/s and above
2.25 m/s are above the average; for other flow velocities, the
pressure gradients are below the average, and forCv515% the
pressure gradients are below the average.

In general, for most of the slurries tested, the difference curves
have parabolic shape with a minimum at flow velocity between
1.75 and 2 m/s. The pressure gradient for double-species slurries
composed of particles of the same size but different densities be-
haves similarly for all tested slurries. This pressure gradient is
above the average pressure gradient of individual components for
low flow velocities, goes through a minimum for intermediate
velocities going below the average for some slurries, and again

becomes above the average for high flow velocities. Similar be-
havior is observed for double-species slurry composed of Compo-
nents C and D. The double-species slurry composed of Compo-
nents A and B displays different behavior for different solids
concentrations: ForCv510%, it behaves similarly to other

Fig. 7 Comparison of pressure gradients of double-species
slurry with single-species slurries Slurry composed of d m
Ä140 mm, rÄ2490 kg Õm3 and d mÄ530 mm, rÄ4200 kg Õm3 par-
ticles: a… CvÄ5%; b… CvÄ10%

Fig. 8 Comparison of pressure gradients of double-species
slurry with single-species slurries Slurry composed of d m
Ä530 mm, rÄ2490 kg Õm3 and d mÄ140 mm, rÄ4200 kg Õm3 par-
ticles: a… CvÄ5%; b… CvÄ10%; c… CvÄ15%
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double-species slurries, while forCv55%, its pressure gradient is
below average for low flow velocity and increases with flow ve-
locity until it becomes higher than average for velocities above
2.25 m/s.

The fact that the pressure gradient of double-species slurry is
not the average of the pressure drops of individual components
indicates that there is an interaction between the components that
contributes to the overall pressure gradient. As indicated by Figs.
6 and 9, this interaction is dependent on flow velocity, particle
size, and solids concentration and thus is quite complex. For slur-
ries composed of particles of the same size but different densities
~Fig. 6!, in most of the cases double-species slurry pressure gra-
dient is higher than the average pressure gradient indicating that
denser component probably contributes more to the overall pres-
sure gradient. For double-species slurries consisting of particles of
different mean diameters and different densities~Fig. 9!, the trend
is more complex with several cases of double-species slurry pres-
sure gradient below the average pressure gradient. These cases
may be an object of future studies of identifying combinations of
slurry components that would produce lower pressure gradient
when pumped though a pipe.

The maximum deviation of double-species slurry pressure gra-
dient from the average pressure gradient of individual components
is about 10% and is always found at the lowest studied flow ve-
locities. Thus, for practical applications, the pressure gradient of a
double-species slurry can be approximated~within 10% accuracy!
as the average pressure gradient of individual components at the
same solids volume concentrations.

3.2 Particle Size Effect. The effect of the solid particle
mean diameter on the pressure gradient-flow velocity relationship
for double-species slurry was studied by comparing the data ob-
tained for three slurries each composed of particles of the same
mean diameter. Studied mean particle diameters were 140mm,
260 mm, and 530mm. Pressure gradient-flow velocity relation-
ships for these slurries are compared in Fig. 10 for the three solids
volume concentrations ofCv55, 10, and 15%. The figure shows
that with the increase of the mean particle diameter, the pressure
gradient for low flow velocities increases, while for high flow
velocities, it decreases. Similar behavior was observed for single-
species slurries composed of the same particles@14#. If linear fit is
used for pressure gradient data, the slope of fitted lines forCv
55% and 10% decreases almost linearly with the mean particle
diameter as shown in Fig. 11. Figure 11 also shows that the
change in the slope of pressure gradient curves due to mean par-
ticle diameter is higher forCv510% than it is for 5%. The avail-
able data on Fig. 10(c) suggest that the change in slope atCv
515% should be even higher than at 10%. Thus, the change in
slope of pressure gradient curves due to change of mean particle
diameter is increasing with solids volume concentration in the
slurry. For all three concentrations tested, pressure gradient curves
intersect at approximately the same point. This point shifts in the
direction of higher velocities as slurry concentration increases
from 5% to 10%.

4 Numerical Modeling
Detailed model description and modeling result are presented in

a separate paper@15#. Only brief model description and some
results are presented in this section for comparison and discussion
purposes.

Eulerian Granular Multiphase~EGM! model @16# was em-
ployed to model double-species slurry flow numerically. In this
model momentum and continuity equations are solved for each
phase, and a single pressure is shared by all phases. Coupling is
achieved through the pressure and interface exchange coefficients.
The multiphase flow is described as an inter-penetrating con-
tinuum using the concept of phasic volume fractions. Volume
fractions represent the space occupied by each phase, and the laws
of conservation of mass and momentum are satisfied by each
phase individually. EGM model was used in conjunction withk-«
turbulence model to simulate slurry flow in circular pipe. The 3-D
cylindrical computational domain was used in the model with di-
mensions corresponding to those of the flow loop tubing.

Figure 12 compares pressure gradient predicted by the EGM
model and measured experimentally for double-species slurry
with dm5140mm andCv515%. As seen from the figure, pre-
dicted pressure gradient curve has the same shape as the experi-
mental one; however, the numerical model under-predicts pressure
gradient observed in the experiment. Possible reasons for this dis-
crepancy are that interface exchange coefficients used in the
model are not capturing all the interactions between different
phases and that the wall function and roughness constant used in
the turbulence model were developed for single-phase flow and
may need modification for multiphase system.

5 Conclusions
Slurry transport experiments were performed with five double-

species slurries composed of various combinations of glass beads
with two widely different densities and three narrow particle size

Fig. 9 Difference between pressure gradients for single- and
double-species slurries: a… Slurry composed of d mÄ140 mm
„rÄ2490 kg Õm3

… and d mÄ530 mm „rÄ4200 kg Õm3
… particles; b…

Slurry composed of d mÄ530 mm „rÄ2490 kg Õm3
… and d m

Ä140 mm „rÄ4200 kg Õm3
… particles
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distributions. Pressure gradients for double-species slurries were
compared to those for individual components at the same solids
volume concentrations.

The effect of mean particle diameter on pressure gradient of
double-species slurry in the pipe was studied. It was found that the
pressure gradient curve for double-species slurry is always be-
tween the curves for individual components. However, double-
species curves are not exactly in the middle between the single-
species curves but exhibit complex behavior depending on mean
particle diameters of individual components. For practical appli-

cations, the pressure gradient of a double-species slurry can be
approximated~within 10% accuracy! as the average pressure gra-
dient of individual components at the same solids volume concen-
trations.

The effect of particle size in double-species slurries on pressure
gradient is similar to that for single-species slurries. An increase
in the solids mean particle diameter from 140 to 530mm results in
higher pressure gradients for low flow velocities but lower pres-
sure drop for high flow velocities. The slope of linear fit of pres-
sure gradient data decreases linearly with mean solid particle di-
ameter, and the decrease is higher for slurries with higher solids
concentration.

Eulerian Granular Multiphase model fairly well predicted the
shape of the pressure gradient curve, but consistently underpre-
dicted the pressure gradient values. Further analysis and modifi-
cation of model constants and coefficients are needed to obtain
better predictions.

Fig. 10 Particle size effect on pressure gradient of double-
species slurry: a… CvÄ5%; b… CvÄ10%; c… CvÄ15%

Fig. 11 Variation of the slope of linear fit of pressure gradient
vs. flow velocity curves with mean particle diameter

Fig. 12 Comparison of pressure gradient predicted by the
EGM model and measured experimentally for double-species
slurry with d mÄ140 mm and CvÄ15%
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Nomenclature

Cv 5 volume concentration, %
D 5 internal diameter of a pipeline, m

dm 5 mean particle diameter,mm
e 5 pipeline roughness, m
f 5 (DP/ l )•D/(2•r•V2) friction factor, dimensionless

Re 5 rVD/m Reynolds number, dimensionless
V 5 mean velocity, m/s
r 5 density, kg/m3

m 5 dynamic viscosity, Pa•s

Subscripts

l 5 liquid
s 5 solid

sl 5 slurry
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Oil Sands Slurry Flow in Flexible
Pipe
Production cost and efficiency optimization for the Athabasca oil sands is a key to secur-
ing North America’s energy supply. Current oil sands production cost is about $13/bbl
compared with $1.25/bbl for conventional crude oil. The effort to reduce production cost
must focus on truck haulage because it contributes the dominant component of the pro-
duction cost of about 26%. Toward this objective, hydraulic transportation has become a
competitive means for materials handling. There is a desire to extend the hydraulic trans-
port system to production faces using mobile train of flexible pipelines to optimize the
system efficiency and cost. This flexible arrangement introduces a unique set of hydraulic
transport problems, which must be addressed through rigorous modeling and analysis.
This paper provides multiphase oil sand slurry models in flexible pipelines. New math-
ematical models are developed to characterize the multi-phase flow of oil sands slurry.
The models combine the effects of dispersed particles and the carrier continuous phases.
The coupled equations of each field are solved numerically for flexible pipe configuration.
The models yield the productivity and deliverability of bitumen slurry between two mine
facilities. The flexible arrangement allows modeling in elbow-type joint at different angles
and in conventional linear pipelines, enabling adaptation of pipelines to various mine
outlays. Numerical examples are presented to show the applicability of the new model and
to ascertain optimum operational conditions of the flexible pipes in mine layouts.
@DOI: 10.1115/1.1637929#

Introduction

Frimpong et al.@1# presented a detailed review of slurry flow in
pipes. They also presented the mechanics of oil sands slurry flow
in a flexible pipeline system termed grand articulating pipeline
~GAP!. The GAP system is made up of pipelines connected to-
gether with flexible joints in each pipe sections. This allows de-
flection, thereby avoiding the torsional stress from the adjoining
frames. They consider the problem as a single-phase flow model-
ing of slurry in flexible pipe in one-dimension. Changirwa et al.
@2# presented details of different flexible pipe arrangement being
considered by Syncrude Canada Limited. This study deals with
one of the options recommended by Changirwa et al.@2#, that is,
the use of FlexRite flexible pipeline.

FlexRite provides alternate way of slurry conveyance in a flex-
ible pipe arrangement. With FlexRite, the pipeline can span sev-
eral meters without any need for any flexible joints. The flow
across the FlexRite pipeline can change in any direction due to the
flexible nature of the pipeline system. This change in flow direc-
tion at the bend points should be investigated to determine its
effect on throughput. In considering slurry mixture flow in
FlexRite pipes, many interactions can take place. The flexible pipe
can bend to a maximum angle of 60 deg. The material content of
the flexible pipe enables this bending characteristic. FlexRite
pipes are more flexible than conventional steel pipes and provide
maximum bending with smooth flow of materials. Two types of
particles/mixtures impingement can occur including~i! straight
horizontal flexible pipe and~ii ! bend ~from 0 deg to 60 deg de-
flection! flexible pipe. These two types of pipe configurations are
considered in this paper. Direct impingement occurs in the bend
configuration while random impingement occurs in the horizontal
arrangement as reported in Edward et al.@3# and illustrated in Fig.
1. The advantage of investigating flexible pipe that might result

into elbow-type configuration is that, this type of configuration
allows for the adaptation of the transport line to different mine
layouts.

Changirwa et al.@2# observed that the most rigorous approach
in modeling slurry flow is to model the dispersed and continuous
phases as distinct, separate interacting continua, such that the con-
tinua have their properties including velocity concentration and
pressure fields. The work presented here uses the FlexRite pipe-
line arrangement for comprehensive modeling and analysis. The
main objectives include mathematical modeling of the multi-
phase slurry through the flexible pipelines. Numerical models ex-
amples are also presented to ascertain optimum operational con-
ditions for flexible pipes, when used in the design of hydraulic
transportation system in a oil sands mine layout.

Mathematical Modeling Assumptions
The basic assumptions underlining the equations described in

this section are:

1. Multiphase flow of incompressible and immiscible phases
~water, oil, and solid phases!. The solid~sand particles! phase is
dispersed or suspended and carried continuously in the slurry mix-
ture. The presence of trapped air is neglected.

2. Uniform distribution of phases through the pipeline~homo-
geneous!.

3. Sand particles are dispersed and do not settle at the bottom
along the pipe length to form stationary bed. These conditions are
not quite rigid and the particles’ behavior can change intermit-
tently between settling and non-settling. For an average size of
sand particles, there is a tendency for the solids in the slurry
mixture to settle. Centrifugal pumps create adequate energy to
ensure that the conveying velocity is above the settling velocity to
maintain operational stability@4#.

4. Density of each phase is constant and different from the
density of other phases.

5. Velocity for each phase is assumed constant over the whole
region.

6. Pipe wall shear stress is constant irrespective of the phase in
contact with the pipe surface.
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7. Hot water and bitumen are the continuous immiscible
phases. This assumption is quite reasonable because hot water
reduces bitumen viscosity to a continuous viscous fluid.

8. Bitumen temperature is assumed approximately constant
through the pipe length.

9. Average sizes of sand particles are less than 2 inches.
10. Mixture properties: Solid particles~density of 2650

Kg/m3!, bitumen ~API,10 deg and density of 995 Kg/m3! and
water/hot water~density of 1000 Kg/m3!, @5–6#.

11. The slurry mixture flow is continuous from one end to the
other end.

12. Flow can be horizontal or inclined depending on the flex-
ible pipe bend angle.

13. Laminar or turbulent flow.

Continuity Equation
Considering the elemental portion of the pipe in Fig. 1~b!, three

possible flow directions are axial, radial and tangential. Axial flow
is considered in this study. Radial and tangential flows can be
neglected since they are often very small. The flow between two
ends of the pipeline can be modeled with the continuity and mo-
mentum equations, which give the conservation of mass between
two ends. This can be extended to predict flow pattern at every
point along the pipes. The two ends must be connected by a
streamline where the conditions are known. The continuity equa-
tion for the control volume of solid particles and two continuous
phases can be written as follows@7#:

]qs

]t
1

]qsVs

]z
50 (1)

2
]qs

]t
1

]

]z
~~12qs2qc2!Vc11~12qs2qc1!Vc2!50 (2)

] j

]z
50 (3)

j 5qsVs1~12qs2qc2!Vc11~12qs2qc1!Vc2 (4)

q5qs1qc11qc251 (5)

qc5qc11qc2 (6)

The definitions of all the variables are given in the nomenclature.

Momentum Equation
Considering axial flow direction, the momentum equation can

be written in the form presented by Hewitt and Hall-Taylor@8# in
Eq. ~7!:

dP

dz
5

S

A
to1

Q̇

A

d

dz
@qsrsVs1~12qs2qc2!rc1Vc1

1~12qs2qc1!rc2Vc2#1 . . .

1g•sinu@qsrs1~12qs2q2!rc11~12qs2q1!rc2#

(7)

In Eq. ~7!, P is the pressure in the mixture at a given point in the
cross-section at axial position,z, to is the wall shear stress at a
point around the periphery,S. For round or circular cross-section,
Sequals 4/D and D is the pipe diameter.Q̇ is the total volumetric
flow rate of the mixture,r is the density,g is the acceleration due
to gravity, u is the pipe inclination angle,A is the pipe cross
sectional area, the subscripts and other terms are as previously
defined, all in Sl units. From Eq.~4!, j is given by Eq.~8! or
Eq. ~9!:

j 5l5@qsrs1~12qs2qc2!rc11~12qs2qc1!rc2# (8)

l5qsrs1lc5ls1lc (9)

lc5qc1rc11qc2rc2 (10)

ls5qsrs (11)

Vc5Vc11Vc2 (12)

Hence, Eq.~7! becomes:

dP

dz
5

S

A
to1

Q̇

A

d

dz
@lsVs1lcVc#1g•sinu~ls1lc! (13)

The problem associated with solving Eqs.~7! or ~13! is that de-
tailed information on the local mass flux, velocity, and density is
seldom available. Data on the profiles of these variables through
the pipeline is required. The profiles depend on the phase, their
physical properties, and the pipe geometry. The unknown vari-
ables, which are functions of position,z through the pipe cross-
section arer i , Vi , andqi . Based on the assumptions given pre-
viously, these reduce toqis(qc1i ,qc2i ,qsi).

As shown in Figs. 2~a!, 2~b!, and 2~c!, the flexible pipeline can
be in upward-downward mode~positive!, horizontal ~conven-

Fig. 1 Impingement and Nomenclature in Flexible Pipes
„Sources: Edwards et al., 2001 …

Fig. 2 Pipe Flow Configuration
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tional! mode, or downward-upward dissipation mode~negative!.
The inclination angles for the downward and upward sections are
the same. In Figs. 2~a! and 2~c!, the equations above are solved at
the discretized intervals up to the upward or downward point to
investigate the effects at the bend ends. The results are then used
as input for the downward or upward sections. By combining Eqs.
~1! to ~6! with Eqs. ~7! or ~13!, solutions are obtained for the
possible downward and upward flow patterns through the flexible
pipeline. Various solution maps for the deliverability are generated
at every point along the pipe length.

Numerical Scheme and Solution
Equation~13! was solved for all variables to give deliverability

and performance at any point along the pipe especially at the bent
points at various geometrical orientations as given or formulated
below. Boundary and initial conditions are:

Q̇~0!5Q̇~z50 to L! (14)

P~ inlet!5Po (15)

S ]P

]z D
~ inlet!

5S ]P

]z D
0

(16)

rs~z50!5rs~z50 to L!5rs (17)

rc1~z50!5rc1~z50 to L!5rc1 (18)

rc2~z50!5rc2~z50 to L!5rc2 (19)

Vs~z50!5Vs~z50 to L!5Vs (20)

Vc1~z50!5vc1~z50 to L!5Vc1 (21)

Vc2~z50!5vc2~z50 to L!5Vc2 (22)

qc1~z50!5qc1 (23)

qc2~z50!5qc2 (24)

qs~z50!5qs (25)

The vectork, the average momentum flux density, can be written
as:

k5rsqsVs1rc~12qs!Vc (26)

qc512qs (27)

Substituting Eq.~26! into Eq. ~13! leads to:

dP

dz
5

S

A
to1

Q̇

A

d

dz
@rsqsVs1rc~12qs!V#

1g•sinu~qsrs1~12qs!rc! (28)

With the assumptions of constant density and velocity for each
phase, Eq.~28! gives:

dP

dz
5

S

A
to1

Q̇

A FrsVs

dqs

dz
1rcVc

d

dz
~12qs!G

1g•sinu~qsrs1~12qs!rc! (29)

Hence, with the known boundary and initial conditions, Eq.~29!
can be discretized and solved using finite difference approxima-
tion, resulting in a system of linear equations as follows:

dP

dz
5

S

A
to1

Q̇

A
FrsVs

qsi 11
2qsi

Dz
1rcVc

qci 11
2qci

Dz
G1g

•sinu~qsi
rs1~12qsi

!rc! (30)

Equation~30! can be rearranged as:

Aiqsi 11
1Biqsi

5Ci i 51,2,3 . . .n (31)

Equation~31! is a system of linear equation that can be solved by
back-substitution method based on the boundary conditions speci-
fied above. In Eq.~31!:

Ai5~horsVs2horcVc! (32)

Bi5~horcVc2horsVs1rsg•sinu1rcg•sinu! (33)

Ci52S S dp

dzD
i

1rcg•sinu1h1D (34)

ho5
Q̇

DzA
(35)

h15
S

A
to (36)

to5
D

4 S 2S ]P

]z D
i

2~rc1rs!gsinu D (37)

For practical field applications, the expression, (]P/]z) i , in Eq.
~37! can be neglected along the pipe length at any point in the
pipe wall, because it is always small when compared with the
expression, (rc1rs)g sinu, that is:

~rc1rs!g sinu@S ]P

]z D
i

(38)

Hence, Eq.~37!, becomes:

to5
D

4
~2~rc1rs!g!sinu (39)

The coefficients of the unknown terms can be obtained from the
given initial and boundary conditions. Pressure gradient values are
only specified at the inlet and outlet. Hence the pressure gradient
values must be known at least in either of those points. As a rule,
whenever the pressure is specified at any point in the boundary,qs
must be specified too at that point for the system of equations to
be solvable. Alternatively, if theqs’s are given at the boundaries,
the pressure gradient values must be known at the boundaries
otherwise the matrix will be ill-conditioned. In the numerical ex-
amples given below, the characteristics of the flexible pipe, such
as the range of diameter, elbow angle, etc. and other flow proper-
ties and parameters, used as input are within the operational limits
of the flexible pipe.

Numerical Examples of Slurry Flow in Flexible Pipe
System

The mathematical models are applied to solve a real-world
slurry flow problem in a flexible pipe system. The mathematical
models are translated into computer simulation codes using MS-
Excel. Table 1 contains the input data for the computer simulation
models. The computer models are used to examine three critical
areas of the flexible pipe flow, which affect the flow efficiency.
These areas include variations in~i! the elbow angle;~ii ! pipe
diameter; and~iii ! low and high elbow angles. The results from
these experiments are discussed below.

Numerical Results and Discussion

Elbow Angle Variation. Table 1 contains the input data to the
simulator. These are based on field data as well as on experience
from field observations. In this example, the effect of varying the
elbow angle on the flow pattern is considered. The angle is varied
from 0 to 60 deg at an increment of 10 deg and the outputs of the
simulator are shown graphically in Figs. 3 and 4. The results show
that as the elbow angle increases the fraction volume of the solid
phase along the pipe length decreases. The decrements are less far
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away from the elbow joints and more rapid or abrupt at the elbow
corner. On the other hand, as the elbow angle increases, the vol-
ume fraction of the combined mixture of the continuous phases
increases. Again such increments are less noticeable far away
from the elbow joints and more noticeable at the elbow corner as
shown in Fig. 4. These observed phenomena can be attributed to
the fact that the continuous phase mixture has lower specific grav-
ity and generally required less energy per unit volume to move
through the flexible pipeline than the solid phase. Also, as can be
seen in Figs. 3 and 4, the Equilibrium State of the elbow angle can
be ascertained. This equilibrium position falls in the 30 to 40
ranges. In this interval, reasonable fractional volumes of the
phases are being delivered through the pipes at optimized condi-
tions. Hence for practical field design, flexible pipe operations
should be design to fall in such elbow configuration ranges in
majority of the mines’ layout.

Pipe Diameter Variation. The total flow, elbow angle, and
other parameters are kept constant while the diameter is varied.
Because the diameter varies,A also vary. That is,Q is constant
while Q/A changes. The pipe diameter was varied from about 0.1
ft to 11 ft. The input data are the same as those in Table 1, except
that the elbow angle is kept constant at 35 deg for each of the pipe
diameters. The results are shown in Fig. 5. From the figure, gen-
erally, the distribution ofqs follows the pipe shape. The distribu-
tion of qs remains fairly constant at lower values of diameter. As
the diameter increases,qs reduces along the pipe length until the
bent points whereqs rises till the end of the pipe. Ultimately at the
pipe end,qs is much higher at higher values of the diameter. This
shows that the higher pipe diameter, the higher the quantity of the
solid phase that will be delivered eventually although less quantity
is being transported at the first half of the pipe. Another deduction

from Fig. 5 is that the pipe diameter of about 3 ft gives the best or
optimum deliverability of the solid and the continuous phases.
This is because this is the diameter at which the fractional con-
centration of the solid phase and the combined continuous phase
remained fairly uniform.

Flow at Low and High Elbow Angles. For this example,
input values are the same as those of Table 1 but the flow rate
values vary from 100 to 135 m3/s and the elbow angles of 30 deg

Fig. 3 Plot of q s Profile „Elbow Angle Variation …

Fig. 4 Plot of q c Profile „Elbow Angle Variation …

Table 1 Input Data

La 50.00 m ufirst-upward 11.20 deg Qt 120.00 m3/s Vc2 9.60 m/s
Lb 50.00 m Range ofb 0–50.60 deg to 2337.21 N/m2 Vs 70.80 m/s
bfirst-upward 50.60 deg h1 2485,200.18 Nm25 P~0! 1,400.00 N/m2 Dz 5.00 m
ro 995 kg/m3 S 26.67 m21 D 0.1524 n A 0.02 m2

rs 2,650 kg/m3 qs inlet 0.59 n 10 dP/dZ~inlet) 1,000 N/m
rw 1,000 kg/m3 ufirst-downward 11.20 deg Vc1 39.60 m/s dP/dZ~oulet) 700 N/m
bfirst-downward 50.60 deg
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~low! and 60 deg~high! were considered as indicated in Figs. 6
and 7. Figure 6 shows the variation of the total flow rate withqs
along the pipe length. The values ofqs increase along the pipe for
each of the total flow rate values investigated. But as the total flow
rate increases,qs reduces. This can be attributed to the low elbow
joint angle. This low angle contributes negatively to the solid
phase throughput along the pipe length. On the other hand, at high
elbow angle of 60 deg, as the total flow rate increases, theqs
values increase along the pipe length. This is due to the positive
contribution of the elbow angle. From these, it can be concluded
that a high elbow angle favors a high percentage of the solid phase
transportation through the pipeline while a low elbow angle favors
transportation of a higher percentage of the continuous phases.

Conclusion

New mathematical models are developed for modeling the
multi-phase flow of oil sand slurry in a flexible pipeline train. The
equations yield the productivity and deliverability of bitumen
slurry between two mine facilities. The models combined the ef-
fects of dispersed particles and the carrier continuous phases as
opposed to the single-phase assumptions. The flexible arrange-
ment allows modeling in elbow-type joint at different angles and
in conventional linear pipelines, enabling adaptation of pipelines
to various mine outlays. Numerical results show that the optimum
elbow angle for the effective oilsand slurry delivery is about 30 to
40 deg. A pipe diameter of about 3 ft was found to be adequate for

Fig. 5 Plot of q s Profile „Diameter Variation …

Fig. 6 Plot of q s Profile „Total Flow Rate Variation at Low Elbow Angle …
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optimized bitumen delivery under the model assumptions, al-
though other pipe diameters can be used. High elbow angle gives
a higher deliverability of the solid phase while a low elbow angle
favors a higher deliverability of the continuous phases. In addi-
tion, maintaining a higher ratio of the inlet to outlet pressure gra-
dient was found to be fairly appropriate for continuous phase
deliverability.

Nomenclature „Units are in SI Units…

A 5 the pipe cross sectional area
D 5 the pipe diameter
g 5 the acceleration due to gravity
j 5 the volume-averaged velocity
k 5 the average momentum flux density
P 5 the pressure in the mixture at a given point in the

cross-section at axial position,z
q 5 the total volume fraction of all phases

qc 5 the total volume fraction of the two continuous
phases~water and bitumen!

qc1 5 the volume fraction of water
qc2 5 the volume fraction of oil~bitumen!
qs 5 the total volume fraction of the solid particles
Q̇ 5 the total volumetric flow rate of the mixture
S 5 4/D, ~For round or circular cross-section!

Vc1 5 velocity of the first continuous phase~water!
Vc2 5 velocity of the second continuous phase~oil!

Vs 5 average velocity ofqs
z 5 axial position along the pipe
r 5 density
u 5 pipe inclination angle

to 5 wall shear stress at a point around the periphery,S
l i 5 qir i , i5solid phase or continuous phase~oil or water

or mixture of both!
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Flow Through a Finite Packed Bed
of Spheres: A Note on the Limit of
Applicability of the Forchheimer-
Type Equation
The variation of the pressure drop measured as a function of the fluid velocity through a
packed bed of spheres is presented and discussed in the range of particle Reynolds
number 30–1500. Based on previous studies, the observed limit of validity of the so-called
Forchheimer law may be attributed to the concomitant effects of the finite character of the
tested bed and of the transition of flow regime which is marking the beginning of the fully
developed turbulent flow regime. The limit of validity of the Forchheimer-type law was
formerly noticed by several authors.@DOI: 10.1115/1.1637928#

1 Introduction

Numerous experimental and theoretical studies have been con-
ducted on single phase flow through porous media. Since the well-
known works of Darcy or Forchheimer, in particular, many ex-
perimental studies have focused on the pressure drop variation as
a function of the fluid velocity. In the early years, between 1930
and 1950, a great amount of interesting experimental data were
gathered and published. These data were mostly discussed on the
basis of an empirical dimensional analysis and analogies were
suggested with flow through tubes and singularities. More recent
experimental works, based on various experimental techniques,
have focused mainly on proposing a more refined cartography of
flow regimes. In the mean time, theoretical works developed dif-
ferent approaches to the way of modeling the pressure drop. The
main features of this cartography, i.e. the different flow regimes,
are now generally accepted: the Darcy regime, the steady non-
linear laminar flow regime, the unsteady laminar flow regime and
the unsteady and chaotic flow regime@1#, also called turbulent
flow regime.

The present objective of this paper is to examine and discuss
the pressure drop evolution in the transition domain of the flow
regime which occurs between the unsteady laminar flow regime
and the turbulent flow regime. This point still remains obscure.
Kuwahara et al.@2# observe that experimental works dealing with
this particular transition domain are few and suggest that this tran-
sition is probably difficult to observe in practice. Theoretical stud-
ies which are modeling the pressure drop in this transition domain
are basically relying on two recent experimental works: that of
Fand et al.@3# and that of Kececioglu and Jiang@4#. The problem
is that these two references are not in accordance with each other
concerning the localization of this transition domain and that the
localization of such a transition cannot be identified solely from
the evolution of the pressure drop. In this paper, a new set of data
is presented, obtained from an experimental apparatus especially
designed for the study of the flow in the expected transition zone
between the unsteady laminar flow regime and the turbulent flow
regime. Then the localization of this transition is discussed.

2 Experimental Variation of the Pressure Drop During
the Flow Through a Bed of Spheres

2.1 Experimental Details. An experimental apparatus was
equipped in order to study the pressure drop in the transition do-
main between the unsteady laminar flow regime and the turbulent
flow regime. The choice of the equipment was based on previous
works by Seguin et al.@5,6# who studied the flow regime transi-
tions in packed beds of various particles using electrochemical
microprobes. In packed beds of 5 mm diameter spheres, the au-
thors observed a significant change of the fluctuating rate of the
current intensity, TFi, measured at the probes for a particle Rey-
nolds number, Repart, close to 100. This step was analyzed as
marking the end of the purely laminar flow regime. The quick
variation of TFi was followed by a slow increase of the fluctuating
rate of the velocity gradient, TFs, and then by its stabilization.
This stabilization was explained as an effect of the establishment
of a fully turbulent flow. Statistically, the stabilization of TFs at
the different microprobes is not observed for the same value of
Repart. The authors suggest that the turbulent flow can be consid-
ered as fully established in the bed when the stabilization of TFs is
obtained at 90% of the microprobes, i.e. for Repart'530.

Based on these results, experiments were conducted in a bed,
the geometry of which is the same as that of the bed used by
Seguin et al.@5,6#. A cylindrical column was filled with identical
glass beads~mean diameter dpart54.92 mm). The bed diameter, D,
is 60 mm and its total height is 160 mm. The overall porosity,«,
is 0.367. The static specific surface area of the spheres, avs, cal-
culated per volume of spheres, is 1220 m21. According to Zou and
Yu @7#, the geometry meets expectations considering the thickness
effects. The flow of demineralized water was studied over a range
of velocities corresponding to a Repart range of 30–1500. The
difficulty of the experiments consisted in measuring the pressure
drop in the same thickness of the bed with an acceptable accuracy
in the above whole range of Repart. Therefore, the pressure drop
was measured in the same central part of the bed, 30 mm in
thickness, using a membrane pressure-meter~Delta bar 0–25
mbar, Hendress & Hauser!, as well as inclined and straight
U-manometers. Two centrifugal pumps were used. One was
equipped with a velocity variator and is especially used for high
flow rates. Suitable electro-magnetic flow-meters were used, de-
pending on the flow rate value~TecMag DN15 and PicoMag DMI
6530 DN4, Hendress & Hauser!. The experimental set-up is de-
picted in Fig. 1. The measurement uncertainty of the different
manometers is given in Fig. 2. According to the manufacturer, the
measurement uncertainty of the flow rates is61%. Measurements
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were made after ensuring that a complete saturation of the bed by
the fluid was achieved. The reproducibility of measurements was
verified by setting the flow rate in a random order. As much as
possible, some ranges of velocities were covered with two of the
above-mentioned devices, so as to verify their reliability. The tem-
perature was usually correctly regulated, except for highest flow
rates. Thus, the temperature was systematically read and encoun-
tered in the calculations. The data are presented in a dimensionless
form or converted to a single temperature if a presentation of the
pressure drop versus the superficial velocity is needed.

2.2 Experimental Results. In Fig. 3, data are presented in a
dimensionless form as a function of Repart. Knowing that for
Repart.30 conditions are beyond the Darcy regime@8#, if the so-
called Forchheimer law~equation 1! was valid in the whole range
of tested Repart, a linear variation of the experimental data should
be observed, which is not the case.

DP

H
5aUo1bUo2 (1)

This phenomenon has already been observed in the past. The lim-
ited validity of Eq.~1! was reported early on by Carman@9#, who
mentioned a few works in which the phenomenon was noticed.
Carman suggested using an equation allowing the calculation of a
Blake function where Repart has a power of 0.1. Later, Rose@10–
12# proposed an empirical equation of the form:

f5
DP

H

dpart

rUo2
5f~«!H 1000

Repart
1

60

~Repart!
1/2

112J (2)

where f is a modified friction factor and f~«! is an empirical func-
tion of the porosity, the value of which is 1 for«50.4. Using an
arbitrary value of 1.294 for f~«!, this equation is in keeping with
our data as can be seen in Fig. 4. The mean relative scatter be-
tween the experimental data and Eq.~2! is 1.7%:

ERM5
1

n (
i51

n
u~DP/H!measured2~DP/H!calculatedu

~DP/H!measured
(3)

In Fig. 4, some other recent experimental data from Wahyudi
@13# are presented which also concern a packed bed of 5 mm
diameter glass beads. The bed diameter is larger~100 mm!, the
ratio D/dpart is 20 and the wall effects are generally considered to
be negligible for this value of the ratio in the Forchheimer regime.
The limit of validity of the Forchheimer law is also noteworthy,
even though the author has not mentioned it in his work.

Then, the equation of a capillary-type model~Comiti and
Renaud@14#! is added in Fig. 4. In this model, a capillary-type
representation of the flow in a tortuous model pore is made. The
pressure drop is expressed as the sum of two terms; the resulting
equation is a Forchheimer-type equation. The first term of the
model accounts for the wall friction in the pore and at the bed
wall, while the second considers the energy loss due to flow di-
rection variation. The constants a and b of Eq.~1! are obtained
using the Poiseuille law and the Nikuradsee friction coefficient
respectively. The second term also accounts for wall effects. Each
term of the equation of the model is given as a function of three
structural parameters: the porosity, the dynamic specific surface
area~avd!, and the tortuosity~t!. This model has been success-
fully tested with various porous media made of packed particles of
various shapes or synthetic foams. It can be used in the permeam-
etry technique in order to determine avd andt. The equation of
the model has been used in Fig. 4 in order to predict the pressure
drop, using avd5avs andt51.44. According to Fig. 4, the equa-
tion of the model is showing a discrepancy with experimental data
for a velocity greater than 0.12 m s21, i.e. for Repart'580.

The equation of the Forchheimer-type proposed by Fand et al.
@3# for the turbulent flow regime is presented in Fig. 4. It is not
closer to the experimental data than the Comiti and Renaud
model.

In Fig. 5, the modified friction factor defined in Eq.~2! is pre-
sented as a function of Repart. In this figure the discrepancy be-
tween the capillary-type model appears in a more significant way
beyond Repart'600. In this representation, the limit of f predicted
by the model when the particle Reynolds number tends to the
infinite is 20. It is 25% greater than that calculated from the em-
pirical Eq. ~2!. An example of the variation of the fluctuation rate
of the velocity gradient, TFs, measured by Seguin@15# at a mi-
croprobe located in a packed bed of spheres, is presented in Fig. 5.
As can be noticed, the relative stabilization of TFs coincides with
the appearance of the discrepancy between the modified friction
factor predicted by the capillary-type model and the experimental
data.

3 Discussion
The progressive evolution of the pressure drop from the Darcy

regime to the laminar flow regime is generally described with the
Darcy law and then with a Forchheimer-type equation~Eq. ~1!! in
which the constant a is taken as equal to the single constant of the
Darcy law. In the particle Reynolds number range 30–1500, about

Fig. 1 Schematic diagram of the experimental apparatus. On
the right: the packed bed. „the test section is the delimited by
the two central pressure taps …. On the left: the experimental
device. FI: electromagnetic flow meter, TI: temperature probe
„Pt 100…, TC: temperature controller.

Fig. 2 Schematic diagram of the measurement uncertainty of
the different manometers used in this work
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the regime transition presently studied, we saw that the pressure
drop can be correctly described with an empirical equation of the
form:

f5
a

Repart
1b1

g

Repart
d

(4)

with d51/2. In this equation, the constantb cannot be calculated
from the quadratic term of the Ergun equation nor from that of the
model of Comiti and Renaud@14#. As a matter of fact, the value of
the friction coefficient which is used in the model of Comiti and
Renaud for the calculation of the constant of the quadratic term is
too high beyond Repart'500– 600. This coefficient could be cor-
rected in order to integrate the natural variation of the modified
friction factor. Thus, the classical equations proposed for the
Forchheimer-Darcy regime cannot be properly used in their
present state to predict the pressure drop at higher particle Rey-
nolds numbers. Moreover, the experimental pressure drop is lower
than that predicted by classical models and it seems difficult to
give a physical explanation to this phenomenon.

Rose and Rizk@16# present an interesting set of curves showing
the variation of wall effects for beds of spherical materials. These
curves are partly based on experimental data and on calculations.

They show that beyond Repart5400 the influence of the wall ef-
fects is not negligible and that it tends to affect the pressure by a
factor lower than 1, whereas under Repart5400, the wall effects
affect the pressure drop by a factor greater than 1. As expected,
for a given Reynolds number, the influence of the wall effect
decreases with the D/dpart ratio, but this influence is difficult to
evaluate at large Reynolds numbers for D/dpart.10 due to a lack
of information. The great difficulty of implementing experiments
in these zones must be emphasized. At this stage of the investiga-
tions, it cannot be excluded that the finite character of tested beds
may be an explanation or a partial explanation to the limit of
validity of the Forchheimer-type equation.

In the empirical Eq.~4!, a third term has been introduced by
Rose, where the particle Reynolds number appears at the power
21/2. To our knowledge, the value of this exponent has no theo-
retical explanation. We have tried to optimize its value as well as
those ofb andg while fixing a and calculating it from the model
of Comiti and Renaud@14#. The following correlating equation
was then found:

f5
1410

Repart
1161

45

Repart
0.45

(5)

Fig. 3 Experimental data expressed in a dimensionless form

Fig. 4 Comparison of experimental data with different predictive equations
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It fits the experimental data with a low value of the mean relative
scatter, ERM52.0%.

If the original Eq. ~2! of Rose is considered again, a way of
using it as a predictive equation can be to propose a correlating
equation for f~«! which would also take into account for the effect
of the D/dpart ratio. This function is now designated as
f(«,D/dpart). Using the present experimental data, that of Wahyudi
@13# and the fitting equations of the six experimental sets of data
from Fand et al.@3#, the following equation has been found:

fS «,
D

dpart
D50.066S D

dpart
D 0.17S 12«

«3 D (6)

The mean relative errors between the experimental data and the
calculated ones are given in Table 1. This is an attempt to propose
a general predictive equation but, obviously, more sets of experi-
mental data are needed to confirm its usefulness.

As observed above, the so-called Forchheimer law loses its
validity beyond Repart'500– 600. This phenomenon coincides
with the establishment of a fully developed turbulent regime in the
whole bed as observed by Seguin et al.@6# in a bed of the same
geometry. This is in contradiction with the laminar/turbulent tran-
sition domain proposed in the cartography of Fand et al.@3# which
is comprised in the Repart range 80–120. This is also in contradic-
tion with the transition domain proposed more recently by Kece-

cioglu and Jiang@4# which is Repart'25. Moreover, in these two
papers, the transition is presented, from the point of view of pres-
sure drop fitting, as the succession of two different Forchheimer
type-laws. One may notice that in these two papers, the transition
domain is determined on the simple basis of the observation of the
pressure drop evolution. A change of slope in the pressure drop
evolution does not prove that the turbulent regime has been
achieved. Seguin@15# has noticed that in the assumed domain of
the fully developed turbulent regime, most spectral representa-
tions of the velocity gradient fluctuation present a25/3 slope,
which is not the case in the laminar flow regime nor in the tran-
sition domain. This slope value is characteristic of a turbulent and
probably isotropic flow@17# in the vicinity of the microprobe.

4 Conclusion
The objective of this paper was to discuss a remaining obscure

aspect of single phase flow through porous media: the pressure
drop evolution in the flow regime transition ranging from the end
of the unsteady laminar flow to the establishment of a fully devel-
oped turbulent regime. An experiment was carefully conducted in
a packed bed of spheres. The pressure drop was measured in a
large range of the particle Reynolds number~30–1500!. The evo-
lution of the pressure drop pointed out a limit of the validity of the
Forchheimer-type equation which confirms the experimental ob-

Fig. 5 Evolution of the modified friction factor as a function of the particle Reynolds number. Comparison with the
variation of the fluctuation rate of the velocity gradient measured at a microprobe inside a similar packed bed by Seguin
„1997….

Table 1 Mean relative errors between experimental data of f and values calculated from Eqs.
„2… and „6…

Author~s!

System:

Range of Repart ERM ~%!d ~mm! « D/dpart

Fand et al.~1987! @3# 2 0.357 41.3 3.4
3 0.360 28.2 4.0
4 0.359 21.5 120–440 7.9

3.69 ~mixed spheres! 0.348 23.5 6.7
3.27 ~mixed spheres! 0.344 26.4 5.1
2.76 ~mixed spheres! 0.342 31.4 3.3

Wahyudi ~1998! @13# 4 0.392 25.2 140–905 2.7
5 0.377 19.9 140–1130 4.3

2.69 ~mixed spheres! 0.318 37.2 120–620 1.3
Montillet ~present
work!

5 0.367 12.2 120–1540 1.6

Montillet
~not published!

3.1 ~2 and 5 mixed! 0.327 19.3 120–450 6.9
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servations of earlier works@9,10,12# and which coincides with the
localization of the transition unsteady laminar flow regime/
turbulent flow regime proposed by Seguin et al.@6#. This work
confirms that, for the turbulent flow regime, the pressure drop in a
finite packed bed is no longer a power 2 term in velocity. The
limit of validity of the Forchheimer-type equation may be attrib-
uted to a concomitant effect of the transition to a new regime and
of the finite character of the bed. Further experiments are needed
in order to determine precisely if the regime transition is marked
or not by a limit of validity of the Forchheimer law in the case of
a quasi-infinite bed. Then, based on these results, the modeling of
pressure drops in the fully developed turbulent flow regime should
be attempted.

Nomenclature

a 5 first Forchheimer constant, Eq.~1!
avs 5 specific static surface area~per volume of particles!
avd 5 specific dynamic surface area~per volume of par-

ticles!
b 5 second Forchheimer constant, Eq.~1!

dpart 5 mean particle diameter
D 5 diameter of the bed

ERM 5 mean relative scatter, Eq.~3!
f 5 modified friction factor5(DPdpart!/~HrUo2), Eq. ~2!

H 5 thickness of the porous medium at which the pressure
drop is measured

Repart 5 particle Reynolds number5(rUodpart)/m
Uo 5 superficial velocity
DP 5 pressure drop

a 5 constant, Eq.~4!
b 5 constant, Eq.~4!
d 5 constant, Eq.~4!
« 5 bed porosity
g 5 constant, Eq.~4!
m 5 dynamic viscosity of fluid
r 5 fluid density
t 5 tortuosity
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